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Editorial

Over the past one decade the world has experienced an enormous development in technological innovation.
As a part of it many new technologies have been emerged which include artificial intelligence, machine
learning, deep learning, drone technology, augmented reality, virtual reality, internet of things, block chain,
etc. Though these technologies are new but also include older technologies and play a vital role to create
significant benefits. These technologies have gained a significant importance in today’s world due to their
numerous applications, benefits, analysing the data quickly with less efforts, and many more.

Machine learning and deep learning technologies can be applied in healthcare, finance, marketing,
cybersecurity, autonomous vehicles, etc. Similarly, drone or unmanned aerial vehicles (UAVs) technology
can be used in agriculture and forest, defence, safety inspections, construction, surveillance, express
shipping and delivery, aerial photography, and many more. Augmented and virtual reality technologies
provide immersive and interactive experiences, enhance learning and visualization, and enable virtual
communication and collaboration have a broad application in medical, virtual meetings, entertainment,
mobile, tourism, engineering and robot, are few to mention.

The S. B. Jain Institute of Technology, Management & Research, Nagpur has organized 2day International
Conference on Advancement in Science, Technology and Management 2023 (ICASTM- 2023) and created
a platform to invite the authors to share latest advances in technologies and their applications.

The editorial board of IJTE has identified 46 papers of ICASTM- 2023 covering engineering, management
and basic sciences to publish as August 2023 special issue. We believe that Vol. 46, August 2023 special
issue of IJTE will be useful to the readers to enhance and update their knowledge.

New Delhi Editor
31t August 2023
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Caputo-Fabrizio Fractional Analysis in the Generalized
Thermoelastic Problem of a Thick Circular Plate

Yogesh Panke
Department of Mathematics
Dr. Khatri Mahavidyalaya
Tukum, Chandrapur

Dilip B Kamdi
Department of Mathematics
R.M.G. College

Saoli, Chandrapur

ABSTRACT

In this article, the generalised thermoelastic problem of an axisymmetric thick circular plate with height 2h in the
framework of fractional order theory is taken into account. A circular plate is defined in the range 0 < r <o, — h
< z < h. The governing equations of heat conduction involve Caputo-Fabrizio fraction derivatives. To find the
response in the transformed domain, Laplace and Hankel transforms are used. To invert the Laplace transform
of the solutions, the Gaver- Stehfast approach to numerical inversion is used. Graphical representations of all the
outcomes are shown for temperature, displacement, and stress.

KEYWORDS: Thick circular plate, Caputo-Fabrizio derivative, Temperature, Stress, Fractional thermoelasticity,

Integral transform

INTRODUCTION

tudies on thermoelasticity incorporate both the
S equation for heat conduction and the science of

elasticity. It should be noted that the classical
theory of thermoelasticity presents a phenomenon rather
than the actual physical characteristics of the medium
and is an uncoupled illustration of thermoelasticity.
The thermal equation has a parabolic form in classical
theory and projects infinite heat wave propagation
velocities. Several non-classical hypotheses have been
put forward during the past few years to address these
issues. These theories first present a modified version
of the conventional using hyperbolic heat transport
equations and Fourier’s law of heat conduction that
take into account thermal pulses with finite velocities.
Additionally, each generalization of heat conduction
resulted in formation of a generalised thermoelasticity
theory. There are a few books by renowned authors like
Biot [1], Shulman [2], Green & Lindsay [3], Suhubi
[4], Dhaliwal and Sherief [5], Chandrasekariah [6], and
Hetnarski and Ignaczak [7] that deeply describe the
concept of generalised thermoelasticity.

Youssef [8, 9, 10, and 11] developed the problem of
generalised thermoelasticity for a cylinder under the
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action of a moving heat source by adopting state-space
two-temperature approaches. Zenkour [12, 13, 14, and
15] respectively discussed generalised thermoelastic
problems without energy dissipation for beam and
cylinder under thermal shock and variable thermal
conductivity and found plane wave propogation
thermoelastic semiconducting half space. Lamba
[16] determines the stress function in a temperature-
dependent FGM cylinder by the integral transform
method. Recently, Lamba and Deshmukh [17, 18] and
Verma et al. [19] analysed the memory hygrothermal
effect by considering a cylindrical body.

Ezzat and Karamany [20, 21, and 22] investigated the
memory problem in generalized thermoelasticity for
two temperatures. Kant and Mukhopadhyay [23, 24]
studied heat conduction response and evaluated coupled
thermoelastic response in axisymmetric problems. Kaur
and Singh [25, 26] analysed the nano-beam problem
with varying thermal conductivity and examined
transverse vibration.

Caputo and Fabrizio differential operator

Following Caputo and Fabrizio [27], the differential
operator for an absolutely continuous function F (t)
defined as

August, 2023
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CEDYE(@r) =

ex du] T ==
jF(z) p[ — |7, 0=asl 0

The above-described Caputo and Fabrizio definition
has a nonsingular kernel.

Problem Formulation

Let us consider a generalised thermoelastic problem: an
axisymmetric thick circular plate of height 2h defined in
the range 0 <r <oo, — h <z < h. Further, it is considered
that the z-axis, as an axis of symmetry and coordinate
system, lies in the middle of the plane between the
faces of the top and lower plates. The coordinates of
the cylinder are used to express the system of equations
under consideration. All the quantities in this problem
are independent of coordinate ¢ because of the
assumption that rotation is symmetric about the axis.
Thus, displacement vector functions as = (U,0,W)..

The following are the motion equations:

Oe ('31 o0*U
VU - U+ (2 + p)
“ W )e 75 =P
,quW+(/1+,u)%— o _ 6‘ d
0z 0z '31 3)

The cubical dilatation e expressed as
e= 10 (rU)+ w

ror oz €))

The equation of heat conduction in absence of
thermoelastic diffusion has the form

kvzf'=[2+rg JU;CETW};, e)

1+

1+ex
ot ot (5)

Where the Laplacian operator is as below
0’ 1 5 0
or? r or 62

Vi

wherethermal conductivity isdenotedbyk, 7 isaconstant
denotes as a relaxation time, C, refers for specific heat
at constant strain, T denotes the absolute temperature

distribution function, T, is the medium temperature

such as ([7'—7,)/T|<<1 and y = (31 +2u)a, is
the material constant.
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The other constitutive relations are as follows

= Zﬂal—y(?"—?;)wLie
or (6)
—Zﬂa—W—y(T T)+ie
= )
[8(} aw]
o-rz :# -+t
oz or (8)

Where,csij denotes the stress functions, U is the radial
displacement component and W is the axial displacement
component.

The following non-dimensional variable can be added
to the system of governing equations to simplify it:

r=dyr z'=dyz, U'=d yU, W'=d y W,
g2 ' _ g2 y _ G T-T
t'=d” yi, T, =d” x7,, c—,;:_'!: 6’:?’{ u]:
# (A+2p)
Py A+2 s A+2
x==", d= £ g2
k P H

here d denotes the elastic waves propagation speed.

Utilizing the above non-dimensional variables, the
equations (2) to (5) rewritten below, where we have
conveniently dropped the primes

2
R
r or ot (9)
2
VW + (B2 —1)——,5‘2 % _ g9 W
o’ (10)
I+
V0= [ 3 %J(mge)
o "o (11
Also, the constitutive relations (6) to (8) takes the form
o, =2 (g ~2)e-p0
or (12)
.. =2 (> ~2)e- p20
oz (13)
(GU GW]
Jrz
oz or (14)
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On combining eqns. (12) and (13) and using it in eqn.
(4) as
o’e

or? (15)

The initial medium is assumed to be quiescent, that is,
the problem’s beginning conditions are all uniform.

Vie-V?@=

The corresponding boundaries are fixed as

9}2 ~h =0 > 9}2 h :f(?',t) (16)

o =0, 0o = f(rt
ZZ}Z —h 22}2 h f( ) (17)
Solution of the problem

We define the Laplace transform as follows to arrive at

a solution to the aforementioned issue in the integral
transform domain:

L[6()]=6(s) = j e (1) dt
0 (18)

Also, the Laplace transform of the Caputo and Fabrizio

derivatives as in equation (1) is stated as

“f _sLf@0)]-£(©0)

CF (e 0
L[ OD( )f(t)]: ot S+C€(1—S)

(19)
Taking the Laplace transform of equations (9) to (17)

consecutively by using equations (18) and (19), we
obtain

2 _E 2_ = 2_: 2 2
ViU - +(B*-1)e-p =5 o)
2 2 @_ 2@: 2.2
VT +(p 1)62 p = s o
T, S = 0 S _

'[] .?+(1—.?)Q]J9_‘sg|:l+S+(1—S){Zj| (22)
(V?=se=v’@a (23)
_ ou s e s

=22+ (87 -2)e - g8 o8

5,, = 281’? +(B? -2)e - p@

Oz (25)
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rz

ou  ow
=
iz r (26)

Also, conditions (16) and (17) in the transform domain
are taken as

g}z —h 0 5}2 h :f(r,s)

5., o

On removing ¢ between the equations (22) and (23),
we get

{w V[g ”[“s+(f1°—ss}a}“+£)]+S‘['+s+(rlo;qs)a]}gzu (29)

The above eqn. (29) can be written in factorized form as

(v -V -k JJo =0

27

0.5,} =/

(30)

where k* and k* denotes for the characteristic equation’s
roots

{F—kz[sg+e{]+s+a°js)a}(l+£}]+.§{]+ﬁ]}§:ﬂ o

The complete solution of eqn. (32) can be expressed as,

9-0+0,

(32)

Where 6_’; denotes the homogeneous equation’s solution,
(VP =k1)6,=0 ;i=1,2 (33)
To find the integral of eqn. (32), we define the Hankel

transformation and its inversion with respect to the
variable r as follows:

6'(m)=H|6(r)|=[6(r)rJ(nr)dr

0 (34)
where first kind Bessel’s function of order zero is
denoted by J,

60.29)=H 0" .29]|=[8" m.29m I ardn 35

Applying the transform defined in eqn. (34) to eqn.
(33), we get

_ 0
D* —(k} +7°)}6 =0 ;i=1,2 ,D=—
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Equation (36)’s solution is represented as,

6" =4, (?;;,s)(k,.2 —s’ )cosh(gf. z)

Where 4 =/ ??2 + kfz

The entire response in the modified domain can be
expressed as

8" (1,2,5)= > 4,(2,)k’ ~s* Joosh(g, =)

(37

(3%)

Using (35), the inverse transform of above eqn. (38)
becomes,

g(r,z,s) = T{i 4, (q,s)(kf —s? )cosh(q,. z)}rg Jy (q r)dr}

0 Li=l

(39)

Eliminating @ similarly from equations (22) and (23),
we obtain

vV -V -k e =0 (40)

Using transform defined in (34) to above eqn. (40), we
get,

(D> —g)D* -¢2)je” =0

(41)
On simplifying eqn. (41) one obtains
2
e"(n,2,5)=>_ 4,(n,s)k; cosh(q, z)
i (42)

On taking transform inversion of eqn. (42) by using
(35), we get,

e(n,z,5)= I{Z A,(n,9)k} coshl(g, Z)}W-In(w)df?

nLil

(43)

Similarly applying the integral defined in eqn. (34) to
the eqn. (21) and using (38) and (42), we obtain

2
w* (r;,z,s) = B(r}, S)Sinh gz + Z A.(17.5)q, sinh(g, z)
i=1

On inverting the Hankel transform of above eqn. we get,

(44)

@

(1,25 :J{B(:},.s')xsinhq_,ﬂZﬁf(q,s]xqf sinh(g, z) i, (mr)dn
i=l

L]

(45)

Next, applying both sides of the equation (4) with the
Hankel and Laplace transform theory and utilizing
eqns. (41), (43), we get,
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H G%(fﬁ ]) =—B(n,5)q, coshq,z —ﬁ"[ﬁAi (17,5)cosh(q, z) (46)
On inverting the Hankel transform of above eqn. we get,

ks

ﬁ:j{_g(q,sm mshq;_,f[i,qj(,;,.;)xcnsh (qi:}}}ﬂ(qr)da

0 i=l

(47)

On substituting (43), (45) and (47) in (25) and (24)
stress tensor components becomes

a,, :j{EB(q,.\')qgcosthz (" + q_f)[i,11](;v,.s')xcosh{(,tP Z)J}n.}n(m')du
! 5 (48)

E“:“—(n'+qr_;]B(J},.\‘)mshq,z—Za‘[EAI(;;,s)xq,sinh(q}z}]}.!,[qr)du (49)
The boundary conditions (27) and (28) under Hankel
transform, become,

—

0 }z:.h =0 gt}z:h :]_r(??’s) (50)

p—

..} =0.G.} =f(.5) (51)

The unknown parameters are determined by using the
boundary conditions (50) and (51) and the results are
as follows:

> 4,5 — 5 Jeosh(q, h)= 7" (n,5)

(52)
(7 +42 ]3> 4,(n.5)cosh(g, )~ 2B(7,5)g, coshg,h = 0 (53)
217 Y 4,01.9)4,sinh(a, )+ 1+ 43)B(0.)cosh ;=0 (54)

Inversion method for double transformation

Because analyzing the analytical inversion of the
Laplace transform is difficult, a well-known Gaver-
Stehfast algorithm [28-32] is utilized numerically for
the inversion process. These parts of the programme are
made using MATLAB mathematical software.

Numerical evaluation of results with discussion

In order to perform numerical calculations, copper
material properties are considered to have the following
physical properties:
k=386JK 'm's",
1=386x10"Nm?
T, =293K,

B =4,

a,=1.78x107° K™,
A=7.76x10"Nm 2,
£=0.0168 NmJ ',

a=1,
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C,=383.1JKg 'K ',

1=386x10"Nm?’,

p=8954Kgm ", 7, =0.5s,
¢, =4.158x10° ms ', w =8886.73sm 7,
b=1, g, =1
First six Bessel function of First kind

Fig. 1: The temperature pattern for different fractional
parameters along thickness

The pattern of temperature distribution is depicted
in Fig. 1. along the thickness direction for different
fractional parameters. From the plotting, it can be
seen that temperature increases when moving from the
thick cylindrical body’s upper face to its lower face.
Also, fractional parameters were found to be inversely
proportional to the temperature function, i.e., for
small fractional parameters, a large distribution in the
temperature function was observed. Overall, a uniform
distribution of temperature flow is noted across the
thickness direction.

Fig. 2: Radial displacement along thickness for various
fractional parameters
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Fig. 3: Axial displacement along thickness for various
fractional parameters

Figs. 2 and 3, respectively, show the radial and axial
displacement distribution along the thickness direction
for different fractional parameters. From the plotting, it
can be seen that initially radial displacement increases
rapidly in the range 0 <z < 0.5 and becomes smooth
afterward, whereas axil displacement fluctuates in 0.5 <
z <1 on moving from the thick cylindrical body’s upper
face to its lower face. Also, fractional parameters were
found to be inversely proportional to the temperature
function, i.e., for small fractional parameters, a large
distribution in the temperature function was observed.
A non-uniform distribution pattern of displacement
variation is noted, and a significant discrimination in
the curve is obtained for different fractional parameters.

7 T T T T T T T

Figure 4: Axial stress pattern for different fractional
parameters along thickness
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Figure 5: Shear stress pattern for different fractional
parameters along thickness

Figs. 4 and 5, respectively, show the axial and shear
stress distribution along thickness directions for different
fractional parameters. From the plotting, it can be seen
that initially, axial stress increases rapidly, near the top
surface, where it peaks, and further decreases gradually
towards the lower surface. Shear stress distribution
follows a non-uniform pattern for different fraction
parameters. For small values of fractional parameters,
a large distribution of stresses is obtained.

CONCLUSION

The fractional order theory framework is used to resolve
the thick circular plate with height 2h under generalized
thermo elasticity. The equations that regulate heat
conduction with Caputo- Fabrizio fraction derivatives
are evaluated analytically by the Laplace and Hankel
transform technique. Inregard to the Laplace transform’s
numerical inversion, the Gaver-Stehfast method is
adopted. All of the outcomes in terms of temperature
and stress are represented graphically for conductivity.
A strong distribution effect is noted for various values
of fractional parameters. Hence, the above-discussed
results may be useful to study conducting materials
used for thermoelastic modelling; this describes a new
class of relevant materials and is helpful in various
structural designs.
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ABSTRACT

This study focuses on investigating the influence of floating columns on the structural behavior of buildings with
intricate designs, particularly those featuring floating columns on multiple floors. Floating columns, which lack
a rigid foundation and rely on direct support from beams, are often utilized to accommodate functional needs
such as parking areas or reception lobbies. However, they can significantly alter the stiffness and load-carrying
capacity of the building, particularly during seismic events. The study compares the performance of a building
with and without floating columns when subjected to seismic excitation, examining crucial structural parameters
such as horizontal displacement, storey drift, and storey shear. The results indicate that buildings incorporating
floating columns are highly susceptible to earthquake-induced damage. Therefore, caution should be exercised

when integrating floating columns into building designs within regions prone to seismic activity.

KEYWORDS : G+5 building, Floating column, Structural analysis, Seismic resistance, Building stability

INTRODUCTION

ultistory buildings, also known as high-rise
Mbuildings, are increasingly becoming popular

in urban areas as a solution to the growing
need for more space [1]. These buildings are typically
characterized by their tall structures and multiple floors,
and are designed to accommodate a large number of
occupants. They are commonly used for commercial,
residential, or mixed-use purposes, and often require
specialized engineering and construction techniques
to ensure their stability and safety. The design and
construction of multistory buildings require careful
consideration of various factors such as load-bearing
capacity, wind and seismic forces, and building materials
to ensure their structural integrity and resilience [2].

During an earthquake, a building undergoes dynamic
forces that can cause significant damage or even collapse
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[3]. The response of a building under earthquake depend
on several aspects, such as the building’s elevation,
weight, foundation type, and the intensity and duration
of the earthquake [4]. If a definite storey of a building
has fewer columns and walls, it can be more vulnerable
to forces acting during an earthquake. The columns and
walls provide the building with stability and resistance to
lateral forces, such as those generated by seismic waves
[5]. In the absence of sufficient columns and walls,
the building may experience greater displacement,
shear forces, and bending moments, which can lead to
structural damage and collapse. To ensure the safety
of buildings during earthquakes, building codes and
standards have been established to provide guidelines
for the construction and design of buildings in seismic
zones [6]. These codes and standards require buildings
to be designed and constructed to withstand specific
seismic forces and to include adequate structural
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elements, such as columns and walls, to resist lateral
forces [7].

Floating columns are a structural element used in the
construction of multistory buildings to enhance their
seismic resistance and stability [8]. These columns
are designed to transfer the load of the upper floors to
the foundation through a compression spring or other
devices. The column is suspended above the foundation
and does not rest on it, allowing for greater flexibility
and reducing the forces acting on the foundation during
an earthquake. The use of floating columns has been
shown to reduce the amount of structural damage
caused by seismic forces during earthquakes [9]. In
multistory buildings, the seismic forces acting on the
foundation can cause significant damage, leading to
the collapse of the structure [10]. The use of floating
columns reduces the seismic forces acting on the
foundation, which increases the overall stability of the
building and prevents collapse. However, the design
and construction of floating columns require careful
consideration to ensure their effectiveness and safety.
Improper design and construction can lead to adverse
effects on the building’s structural integrity, which can
compromise its safety during earthquakes. Additionally,
the use of floating columns can increase construction
costs and limit the available space on lower floors [11].

The use of floating columns in multistory buildings to
improve their seismic performance has been a topic of
interest for many researchers. This literature review
seeks to offer a comprehensive summary of the research
carried out in the field pertaining to the effectiveness
of floating columns in improving the seismic resilience
of multi-story buildings. Several studies have been
conducted to explore this subject and evaluate the impact
of floating columns in mitigating seismic forces. In a
study by Rai [12], a 10-story building was examined,
and the findings demonstrated that the incorporation
of floating columns resulted in a significant reduction
in lateral displacement and base shear during seismic
events. Similarly, Gharebaghi [13] conducted a
numerical analysis on a 15-story building, revealing
an improvement in its seismic performance due to the
utilization of floating columns. The behavior of floating
columns under different loading conditions has also
been investigated by other researchers. For instance,
Mourya et al. [14] conducted an experimental study on
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a 6-story building, observing that the implementation of
floating columns reduced the seismic forces exerted on
the foundation. Kanitkar et al. [15] conducted a study on
a 5-story building and concluded that floating columns
provided enhanced stiffness and strength during
earthquakes. Extensive research has been conducted on
the design and construction aspects of floating columns
as well. Abildinov et al. [16] investigated a 12- story
building and emphasized the criticality of proper
detailing and reinforcement to ensure the effectiveness
of floating columns. Liu et al. [17], in a study on a
9-story building, recommended optimizing the spacing
and arrangement of floating columns for optimal
performance. Cost-effectiveness studies have also been
conducted to evaluate the use of floating columns in
multi-story buildings. Tao et al. [18] examined a 7-story
building and found that incorporating floating columns
resulted in reduced construction and maintenance costs
in the long term. Similarly, Coughlin [19] conducted a
cost-benefit analysis and concluded that the utilization
of floating columns proved to be cost-effective for a
10-story building. However, it is important to consider
potential drawbacks and limitations associated with
floating columns. Dang et al. [20] identified an increase
in differential settlement as a potential concern, which
could impact the overall stability of the building.
Additionally, the presence of floating columns may
introduce complex load transfer mechanisms that
require meticulous design and detailing to ensure their
effectiveness.

This research study aims to examine and compare
the seismic performance of reinforced concrete
(RC) buildings with and without floating columns.
Specifically, the focus will be on analyzing the response
ofthe buildings when subjected to earthquake loads. The
investigation will involve studying the behavior of RC
buildings with floating columns positioned inward and
at the corners of the structure. The primary objectives
of the study include assessing the lateral displacement,
storey drift, and storey shear of the buildings using
ETABS software. By comparing the performance of
the two building types, the research aims to determine
the effectiveness of employing floating columns in
improving the seismic resilience of multistory buildings.
Additionally, the study will explore the behavior of the
buildings under varying seismic intensities and loading
conditions.
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MODELLING OF BUILDING

This research study aims to assess the seismic behavior
of a typical G + 5 reinforced concrete (RC) building
with dimensions of 15m x 15m in seismic Zone [l and IV
according to the IS 1893-2016 code. The study involves
developing two distinct models of the building: one
incorporating floating columns and the other without.
The ETABS software, renowned for its application
in structural analysis and design, is utilized to create
these models. The research evaluates and compares
the performance of the building under various seismic
intensities and loading scenarios for both models.

Table 1: Details of models 1 and 2

Sr. No. Case for building Nomenclature
With no floating column Model 1
2 With floating column Model 2

Table 2 shows the geometric details of the building
including building dimensions, material properties,

Rathi, et al

Type of load

a Dead load
b Live load
c Earth quake load

RESULT AND DISCUSSION

Lateral Displacement

The measurement of a building’s lateral displacement
resulting from lateral forces is crucial in evaluating its
seismic performance. Nonetheless, it has been observed
that the inclusion of floating columns can lead to an
amplification in the building’s lateral displacement. This
observation aligns with the results presented in Tables
3 and 4. The augmented lateral displacement may arise
from the redistribution of lateral forces triggered by the
presence of the floating column.

Table 3: Displacement of building in X and Y direction
without floating columns

member properties and the type of load acting over the Displacement EQX | Displacement EQY
structure. Zone Il | ZoneIV | Zonell | ZonelV
Table 2: Geometric details of the building Storey 6 4.26 29.43 4.26 29.43
t .84 26. .84 26.
Building Dimension Proceeding Storey 3 38 6.93 38 6.93
Storey 4 3.17 22.93 3.17 22.93
- No. of storeys 6{G+3) St 3 2.32 17.49 2.32 17.49
b Height of each storey 3.0m ey . - - -
- - Storey 2 1.39 10.94 1.39 10.94
c Parking height B1 3.0m St " 029 R 529 D)
d Total height of Building 21'm ey ' ' ' :
— Base 0 0 0 0
e Area of building 843.765 sq. m
f Zone LIV Table 4: Displacement of building in X and Y direction
Material Properties and Code with floating columns
a Concrete M25 Displacement EQX | Displacement EQY
b Steel Fe415 Zone Il | ZoneIV | ZoneIl | ZoneIV
c Concrete design Code IS 456: 2000 Storey 6 10.23 32.93 15.16 32.93
d Steel design code IS 800: 2007 Storey 5 9.01 28.49 13.05 28.49
Member Properties Storey 4 7.65 23.71 10.8 23.71
a Thickness of slab 150 mm Storey 3 7.08 18.59 8.42 18.59
b Column size 450 X 450mm Storey 2 443 13.21 5.95 13.21
c Beam size 230 X 450 mm Storey 1 2.63 7.57 3.37 7.57
d Thickness of residential 230mm, 115mm Base 0 0 0 0
wall Figures 1 and 2 depict the displacement of a building
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in both the X and Y directions, considering scenarios
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with and without floating columns. These figures
unmistakably demonstrate that the incorporation
of floating columns can yield a rise in the lateral
displacement of the building. This observation aligns
with the conclusions drawn in previous studies [21],
which have highlighted that the presence of floating
columns can induce an increase in lateral displacement
due to the redistribution of lateral forces. Nonetheless, it
is important to acknowledge that the magnitude of this
increase in lateral displacement can vary depending on
factors such as the design of the floating columns and
the applied load conditions. Consequently, it is crucial
to thoroughly assess the impact of floating columns
on lateral displacement during the design process of
earthquake-resistant structures.

a5

ag

20

15 |

10

o II Il 1EE nln -II _.,_

Displacement

Storeyd StoreyS  Storepd Storeyd  Slodeyl  Storeyl BASE
Number of stasey
B Displacement EOX Zone 1| W Duplacement EQX Zone |V

B Duplacement EQY Tonell Displacement EQY Zone IV

Figure 1: Displacement of building in X and Y direction
without floating columns
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Figure 2: Displacement of building in X and Y direction
with floating columns
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Storey Drift

When designing buildings to withstand seismic forces,
it is crucial to consider the concept of storey drift,
which refers to the variation in displacements between
different floors. The storey drift is directly influenced
by the displacement of each floor. Introducing a floating
column into a building causes an increase in the floor’s
drift, as it leads to a greater displacement of the floor.
This phenomenon occurs because the floating column
redistributes the lateral forces, resulting in a higher
lateral displacement of the entire building. However, it
is important to note that as we move towards the upper
floors of the building, the floor drift tends to decrease.
This is primarily due to the reduced lateral forces acting
on the topmost floors. The observations made in Tables
5 and 6 corroborate this finding. Consequently, when
designing buildings with floating columns, it is vital to
carefully assess the storey drift and implement suitable
measures to minimize drift while simultaneously
enhancing the structure’s seismic resistance.

Table 5: Drift values of building without floating column
subjected to earthquake load in the X and Y direction

Drift in EQX Drift in EQY
Zone 11 Zone IV Zone 11 Zone IV
Storey 6 | 0.000144 | 0.000823 | 0.000144 | 0.000823
Storey 5 | 0.000222 | 0.001334 | 0.000222 | 0.001334
Storey 4 | 0.000282 | 0.001814 | 0.000282 | 0.001814
Storey 3 | 0.000312 | 0.002184 | 0.000312 | 0.002184
Storey 2 | 0.000296 | 0.002271 | 0.000296 | 0.002271
Storey 1 | 0.000166 | 0.001374 | 0.000166 | 0.001374
Base 0 0 0 0

Table 6: Drift values of building with floating column
subjected to earthquake load in the X and Y direction

Drift in EQX Drift in EQY
Zone 11 Zone IV Zone 11 Zone IV
Storey 6 | 0.000703 | 0.001489 | 0.000405 | 0.001489
Storey 5 | 0.00075 | 0.00159 | 0.000456 | 0.00159
Storey 4 | 0.000797 | 0.00172 | 0.000522 | 0.00172
Storey 3 | 0.000823 | 0.00178 | 0.000554 | 0.00178
Storey 2 | 0.00086 | 0.001883 | 0.000597 | 0.001883
Storey 1 0.0011 0.002526 | 0.000877 | 0.002526
Base 0 0 0 0
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Figures 3 and 4 depict the drift value of a building
in both the X and Y directions, comparing scenarios
with and without floating columns. The figures clearly
demonstrate that the inclusion of floating columns
can lead to an augmented drift value in the building,
particularly as the displacement of the floors increases.
This finding aligns with previous research that has
consistently indicated that floating columns can elevate
the drift value of a structure due to the redistribution of
lateral forces. It should be noted that the magnitude of
this increase in drift value may vary depending on factors
such as the specific design of the floating columns and
the prevailing load conditions. Consequently, it is of
utmost importance to meticulously evaluate the impact
of floating columns on the drift value during the design
phase, aiming to minimize drift while simultaneously
enhancing the building’s overall resistance to seismic
activity.
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Figure 3: Drift of building without floating column
subjected to earthquake load in the X and Y direction
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Figure 4: Drift of building with floating column subjected
to earthquake load in the X and Y direction
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CONCLUSION

Insummary, thisresearch study extensively examined the
impact of introducing a floating column into a building
under lateral loading conditions. The analysis focused on
critical parameters such as lateral displacement, storey
drift, and the probability of failure for both cases: with
and without a floating column. The findings revealed
that the building with floating columns exhibited larger
lateral displacements in both the X and Y directions,
consequently resulting in a heightened probability of
failure. Additionally, the presence of a floating column
led to significantly increased floor drift in comparison to
the normal building. Based on these outcomes, it can be
inferred that incorporating floating columns in buildings
is not advisable as it poses potential risks to the safety
and structural integrity of the structure. Therefore, it is
crucial to undertake a thorough evaluation and analysis
during the design phase to ensure optimal seismic
resistance of the building and minimize the likelihood
of failure.
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ABSTRACT

The ideas, uses, and frameworks of quantum computing are explored in this overview study. Quantum computing
utilises the principles of quantum physics to process data by using quantum bits, or qubits, that may exist in
several states simultaneously. Due to their immense computing power, quantum computers have the potential
to exponentially speed up some types of issues. The article explores a number of applications where quantum
computing can have a big impact. These include quantum chemistry, finance, logistics, communications, drug
development, weather forecasting, optimisation, machine learning, and scientific research. Quantum computing,
which outperforms traditional computers in efficiency and effectiveness, has the potential to change a number of
industries by offering answers to complex problems. A brief review of well-known quantum computing frameworks
including Qiskit, Cirqg, PyQuil, Microsoft Quantum, ProjectQ, Quantum Development Kit, and PennyLane is
also included in the study. To create and use quantum algorithms, these frameworks offer tools, programming
languages, and simulation capabilities. They enable researchers and developers to explore the possibilities of

quantum computing by bridging the gap between quantum hardware and high-level programming

KEYWORDS : Quantum computing, Applications, Frameworks & Exponential speedup

INTRODUCTION TO QUANTUM
COMPUTING

n contrast to conventional computers, quantum
Icomputers have substantially more processing

capability, and the area of quantum computing is a
young one in computer science and technology. Unlike
conventional computers, which utilise bits to encode
information as either a 0 or a 1, quantum computers
use quantum bits, or qubits, which may simultaneously
exist in both 0 and 1 states. Due to this special
characteristic, certain computational tasks may be
completed by quantum computers exponentially faster
than with conventional computers. Quantum computing
is built on quantum gates, which are similar to the logic
gates used in classical computing. (Avila et al., 2023).
Qubits are manipulated by quantum gates, allowing
for quantum transformations and operations. Quantum
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algorithms are more effective than classical algorithms
at solving difficult problems by applying a sequence of
quantum gates on a collection of qubits. Big numbers
can be factored exponentially more quickly with Shor’s
algorithm than with any other known conventional
method, making it one of the most well- known quantum
algorithms. (Grurl et al., 2023). This might constitute
a danger to the security of widely used encryption
techniques, which has important consequences for
cryptography and encryption systems.

The idea of quantum entanglement is also introduced
by quantum computing. In this situation, two or more
qubits are correlated to the point that their states are
inextricably connected, regardless of how far apart they
are. Quantum computers are able to carry out some
calculations and communication tasks more efficiently
due to entanglement. Even while quantum computing
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has a lot of potential, it is still in its infancy(Carrazza
et al., 2023). Significant technological obstacles must
be overcome in order to construct and run robust and

error-tolerant quantum computers. Physical qubit
implementations being studied include topological
qubits, superconducting circuits, trapped ions,
and photonics. Each has benefits and drawbacks.
Cryptography, optimisation, machine learning, and
simulations of quantum systems are just a few of the
industries that might be completely transformed by
quantum computing. It is vital to keep in mind that
not all computational activities will benefit from
quantum computing, and there are still issues like
qubit decoherence and error correction that need to be
resolved(Greene-Diniz et al., 2022).

In recent years, large financial expenditures have been
made in the research and development of quantum
computing by major technical companies, academic
institutions, and governments. Academics and
developers now have broader access to experimentation
and the study of quantum computing’s potential thanks
to the development of open-source quantum computing
frameworks like Qiskit, Cirq, and PyQuil. As the science
of quantum computing develops, it has the potential to
address issues that are now intractable for conventional
computers, resulting in significant advancements in a
range of industries and scientific disciplines.(Li et al.,
2022).

IMPORTANT CONTENTS OF QUANTUM
COMPUTING

A fast-developing topic called quantum computing
investigates the possibility of employing quantum
physics to carry out calculations. Despite the complexity
of the topic, some crucial aspects of quantum computing
include:

1. Quantum bits, or qubits, are the elementary building
blocks of quantum information. Qubits may exist in
a superposition of states, allowing for simultaneous
processing and enhanced computational capability,
in contrast to traditional bits, which can either
representa O ora 1.

2. Quantum Gates: Like conventional logic gates,
quantum gates are utilised to control qubits and
carry out quantum operations. The Hadamard gate,
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Pauli gates (X, Y, and Z), and the Controlled-NOT
gate are a few examples of quantum gates.

Quantum Algorithms: To fully utilise the capabilities
of quantum computers, quantum algorithms were
created. Famous examples include the Quantum
Fourier Transform (QFT), Grover’s algorithm for
unsorted database searches, and Shor’s method for
factoring big numbers.

Quantum entanglement: This special quality of
quantum systems occurs when two or more qubits
are coupled to the point that the state of one qubit
cannot be represented apart from the other qubits.
Entanglement is essential to quantum information
processing and enables some quantum algorithms to
outperform conventional techniques exponentially.

Quantum  Error Correction:  Environmental
perturbations and flaws in the hardware can
cause faults in quantum systems. Quantum error
correction approaches try to shield quantum data
from mistakes and decoherence, enabling accurate
calculations.

Quantum Superposition and Interference: Quantum
superposition is the capacity of qubits to exist in
several states at once, whereas interference is the
phenomena where quantum states may interact
either positively or negatively, resulting in certain
results. These characteristics make parallel
calculations possible and increase the quantum
systems’ processing capability.

Quantum Teleportation: Quantum teleportation is
a technique that allows the transport of quantum
information from one location to another using
entanglement and traditional transmission. Both
quantum networking and communication depend
on it..

Quantum cryptography: Quantum cryptography
takes advantage of the fundamental principles of
quantum physics to provide secure communication
channels. Quantum key distribution (QKD)
protocols, such as BB84 and E91, take advantage of
the properties of quantum entanglement to enable
secure transfer of encryption keys.

Quantum Simulations: Complex quantum systems
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that are unsolvable by conventional computers can
potentially be simulated by quantum computers. The
possibilities for researching chemical processes,
material characteristics, optimisation issues, and
quantum physics itself are made possible by this
capacity.

10. Quantum Hardware: The term “quantum computing
hardware” refers to the actual gear used to manage
and store qubits. A number of technologies,
including as superconducting qubits, trapped ions,
topological qubits, and photonics, are being studied
to build scalable and error-tolerant quantum
computers.

These are only a few of the crucial articles in the
quantum computing subject. New ideas and technology
will surely materialise as this field of study develops,
furthering our knowledge of and potential uses for
quantum computing(Yetis & Karakose, 2022).

APPLICATION AREA OF QUANTUM
COMPUTING

Quantum computing has the potential to change
several industries by opening up new computational
possibilities that are not achievable with traditional
computers. While still in its infancy, applications for
quantum computing are being investigated in a number
of significant fields(M. Bhatia & Kaur, 2021), such as:

1. Cryptography and Security: Many of the
cryptographic techniques now in use to protect
sensitive data are susceptible to being broken by
quantum computers. They can, however, also allow
novel quantum-based cryptography techniques,
such as quantum key distribution (QKD), which
provides communication channels that are
completely secure(Yu et al., 2021).

2. Optimisation and operations research: Quantum
computing has the potential to be more effective than
conventional computers at resolving optimisation
issues. Quantum algorithms might be useful in
fields like supply chain optimisation, portfolio
optimisation, traffic routing, and scheduling since
they can investigate a huge number of options
concurrently.

3. Machine Ilearning and artificial intelligence:
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The goal of quantum machine learning is to use
quantum computing to improve conventional
machine learning techniques. Pattern recognition,
neural network optimisation, and large-scale model
training are three operations that quantum computers
may be able to speed up. These tasks have potential
applications in a variety of industries, including
healthcare, banking, and data analysis(Gebauer et
al., 2021).

Quantum Chemistry and Material Science: Using
quantum simulations on quantum computers, it is
possible to more precisely simulate and comprehend
the behaviour of molecules and materials than is
possible with conventional computation. This
might lead to improvements in material production,
drug discovery, catalyst design, and energy storage.

Financial Modelling and Risk Analysis: With the
help of quantum computing, complex financial
systems may be more precisely modelled.
This would improve risk assessment, portfolio
optimisation, option pricing, and fraud detection.
Monte Carlo simulations may run more quickly
with quantum algorithms, producing more reliable
financial forecasts(Parthasarathy & Bhowmik,
2021).

Supply Chain and Logistics: Quantum computing’s
optimisation skills may be used to enhance logistics
planning, transportation optimisation, and supply
chain management. Quantum algorithms can be
used to solve complex routing issues, improve

Quantum Communications: The use of quantum
computing can help secure communication
networks. Quantum key distribution (QKD)
techniques make use of quantum phenomena to
assure the secure exchange of encryption keys.
Additionally, quantum networks can offer long-
distance secure communication and secure voting
systems.

therapeutic ~ development and  Molecular
Modelling: By modelling molecular interactions
and forecasting therapeutic efficacy, quantum
computers can assist in the development of novel
pharmaceuticals. This has the potential to greatly
speed up the drug development process, thereby
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resulting in more precise and efficient therapies for
different ailments(Fyrigos et al., 2021).

9. Weather Prediction and Climate Modelling:
Quantum computing’s capacity for processing
enormous volumes of data and carrying out intricate
simulations can improve weather prediction models
and climate simulations. This could result in greater
comprehension and more accurate forecasts.

10. Scientific Research and Fundamental Physics:
Quantum computers can assist in the resolution of
challenging issues in fundamental physics, such
as modelling the behaviour of quantum systems,
comprehending quantum field theories, and looking
into the universe’s beginnings.

While there is potential for quantum computing in these
fields, it is vital to keep in mind that these applications

Table 1: Frameworks of quantum computing
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and large-scale quantum computers have not yet been
completely realised. Nevertheless, it is anticipated that
continued research and development will broaden the
possibilities and eventually make quantum computing a
reality(Finzgar et al., 2022).

FRAMEWORKS OF QUANTUM
COMPUTING

Software platforms or libraries known as quantum
computing frameworks offer tools, programming
languages, and abstractions to make it easier to create
and run quantum algorithms on quantum computers or
simulators. These frameworks(Mathews et al., 2022)
aid in bridging the gap between high-level algorithms
and the underlying quantum hardware. These well-
known quantum computing frameworks are described
below with Table 1.

S no Framework Year of Owned By Features
Inception
Qiskit 2017 IBM Quantum | Comprehensive tools, Qiskit Terra, Aer, Ignis, Aqua
2 Cirq 2018 Google Low-level operations, Python library, gate-based
simulations
3 PyQuil 2017 Rigetti Computing | Python library, Quil language, access to Rigetti's
hardware
4 Microsoft 2017 Microsoft Q# programming language, simulation, Azure
Quantum Quantum integration
5 ProjectQ 2016 Independent Circuit compilation, optimization, Python library
Quantum 2019 IonQ QUIL programming language, trapped- ion
Development Kit quantum computers
7 Penny Lane 2018 Xanadu Integration with machine learning, differentiable
programming

1. Qiskit: IBM Quantum created the open-source
Qiskit framework. Qiskit Terra, Qiskit Aer, Qiskit
Ignis, and Qiskit Aqua are just a few of the high-
level quantum programming languages that are
available. Users may create quantum circuits using
Qiskit, simulate them on conventional computers,
and then execute them on IBM’s quantum
hardware(Carfora & Marzuoli, 2017).

2. Cirq: Cirq is an open-source framework created by
Google that offers tools for designing, modifying,
and improving quantum circuits. With a Python
library for creating quantum algorithms, it focuses
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on low-level operations. Cirq supports both the
usage of gate operations for quantum simulations
as well as circuit-based quantum computing(Y. H.
Lee et al., 2016).

3. PyQuil: Rigetti Computing created PyQuil, a
framework for quantum programming. It provides
a Python library that facilitates the development
and execution of quantum programmes written in
the quantum instruction language Quil developed
by Rigetti. For executing quantum programmes,
PyQuil offers access to the quantum processors and
simulators from Rigetti(Clarke et al., 2017).
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4. Microsoft Quantum Development Kit: A software
framework that offers tools, libraries, and languages
for creating quantum algorithms is known as
Microsoft Quantum Development Kit. It consists of
the Q# programming language, which was created
especially for quantum computing. The kit enables
users to run quantum programmes on Microsoft’s

Azure Quantum’s quantum hardware after
simulating them on conventional computers(Y. Lee
et al., 2020).

5. ProjectQ: ProjectQ is an open-source framework
with a concentration on the compilation and
optimisation of quantum circuits. It offers a
Python library for writing quantum algorithms
and enables execution on a variety of backends,
including simulators and actual quantum
devices, as well as simulation on conventional
computers(JavadiAbhari et al., 2014).

6. IonQ’s Quantum Development Kit (QDK)
For IonQ’s trapped-ion quantum computers,
the Quantum Development Kit is a software
development kit that makes it easier to create
quantum programmes. The QUIL programming
language is used to create and simulate quantum
circuits utilising libraries and other tools(Steiger et
al., 2018).

7. PennyLane: Xanadu created the PennyLane
quantum machine learning framework. It combines
machine learning libraries with quantum computing,
enabling users to programme differentiable quantum
circuits and carry out hybrid classical-quantum
calculations. IBM Quantum and Google Cirq are
only two of the quantum computing systems that
PennyLane supports(A. Bhatia et al., 2020).

These frameworks offer a variety of programming
languages, abstraction levels, and features designed
for certain hardware systems(Hasan et al., 2022). They
provide a variety of functions, including as simulation,
circuit design, execution on quantum devices, and
integration with traditional computers. The framework
that best satisfies a researcher’s or developer’s demands
and the particular quantum computing platform they are
using can be chosen(Hua et al., 2021).
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CONCLUSION

In conclusion, quantum computing represents a
revolutionary advancement in the field of computation,
providing previously unheard-of power and skills that go
well beyond the capabilities of conventional computers.
Quantum computing has the potential to revolutionise
several industries, from encryption and optimisation to
machine learning and scientific research, by utilising the
ideas of quantum physics. Researchers and developers
have access to strong tools and programming languages
to fully use the potential of quantum algorithms
thanks to the exploration of many quantum computing
frameworks, including Qiskit, Cirq, PyQuil, and others.
These frameworks enable the creation and execution
of quantum programmes by bridging the gap between
quantum hardware and high-level programming. The
use cases for quantum computing are also many and
varied. Quantum computers’ exponential speedup and
problem-solving ability may be used to advance a
variety of industries, including banking, logistics, drug
development, weather forecasting, and basic physics.
Quantum computing has the ability to change how we
approach scientific problems and corporate operations
by solving complicated problems more effectively.

Despite the fact that quantum computing is still in its
early phases, tremendous progress has been achieved,
and government, academic, and commercial funding are
fueling new developments in hardware, error-correction
techniques, and algorithm development. An climate of
innovation and information sharing is being fostered
through collaborative efforts on a global scale.

Future applications of quantum computing are obvious.
Quantum computers will become a reality when the
technology develops and problems like qubit stability,
error correction, and scalability are solved. With each
milestone attained, we get closer to realising quantum
computing’s full potential and opening the door to a
new age of computing.
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ABSTRACT

Image captioning in research becoming a most popular and interesting technology in recent years .If we assign
proper name or description to the image then it is termed as image captioning. Captioning to images it’s necessary
to generate meaningful and related words, statements for the particular image. Image captioning means not only
to identify the proper objects and assigning captions to that image but also requires to builds logically correct
naming i.e. correct in the order of syntax and semantics. This automatic captioning to the image natural language
processing and computer vision based on various aspects of artificial intelligence comes under industry 4.0 and
5.0 frames an important role. Like, In this era most research on image captioning making use of deep-learning
techniques like Encoder-Decoder Model with convolution neural network (CNN), machine learning w.r.t.
computerized vision. We would like to represent a comprehensive assessment of current machine learning and also

explain the reason for choosing this tool for research.

KEYWORDS : Image captioning, CNN, Deep-Learning, Machine Learning

INTRODUCTION

mage captioning in the field of research becoming
Ia very popular and interesting technology in recent

years. We can see number of images uploaded on
social sites by people every day. Also we know we go
through various articles, notes, videos, news papers...
etc. which includes many images .Some of the images
are titled by human being or some or not. In such
case there can be variations in captioning in form of
syntax, semantic errors because statements, views and
vocabulary of individuals can vary accordingly.

If some pictures don’t have captions, people can
understand most of them anonymously, bu t sometimes
they don’t. However, if people want automatic
signatures from machines, mac hines need to interpret/
convert some signatures. For this reason researchers
work on various new technology for the analysis and
implementation of image captioning process. Various
techniques like Content-Based Image Retrieval (CBIR),
Neural Network, convolution neural network, YOLOv4
model, MS cocomodel, LSTM model, Encoder- Decoder
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model, supervised technique, dense technique...etc.
are used by various researchers with Deep Learning
and machine learning .Image captioning having many
benefits but the main aim behind this technique is to
generate captions to the images / data provided by the
humans. This helps to automatic generation of text or
captioned label without the users or human role. Work
effectively for blind people or those with limited vision
can readily interpret the images. One can quickly
and easily organize or arrange those files by creating
captions for many photographs contained in the same
file. This method is helpful for web development as
well because it generates a specified image caption very
quickly.

Hence, it can be applied in every sectors for example,
social sites like Instagram, Facebook, Twitter. Health
an educational sectors and sites related to that like
biomedicine, business, the military, education, online
searching, and digital libraries. The auto generated
descriptions for images like kids are playing, cat is
sleeping will creates interest in kids also to study
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effectively with images an which helps them to
understand concepts more easily with visual images.
Now, in next section some description is given regarding
literature and methods applied for image captioning by
various researchers.

DETAILED REVIEW OF DIFFERENT
IMAGE CAPTIONING METHODS

Because it is practical and suitable for real-time
captioning to images, Image captioning methods
have developed in each sector like education, medical,
security, military...etc. Various algorithm and methods
have evaluated for image captioning techniques under
different prospective. The survey of related work is :

Research from Subhash Chand Gupta et.al [1]. In that
work authors focus we can generate description/caption
for images in short as an output for the given inserted
image. Authors work and generated the method for
captioning the image using Deep Learning and Natural
Language Processing, this work basically implemented
with the vision for assisting people with visual
impairments, and again be rejected by many websites
with the intention of automating the development of
captions, which once again minimizes the need for
human captioning. In this according to input image
to make easier communication with machines Natural
Language Processing (NLP) along with before sending
the words to the RNN, NLP techniques like tokenization,
stemming, and Word-Lemmatize are applied to the
words. As a result, it became simple to retrieve and
generated captions are also easy to understand. The
steps which followed for this entire simulation and
experiment are:-

i) Object identification: Object identification for the
image through the CNN. Then, the application of RNN
and Long Short -Term Memory (LSTM) helped to
assign a meaningful description for images.

i) Use of Flickr Dataset

iii) Model Training :- Trained model created by the
combination of CNN and RNN

iv) Epoch:- Epoch is a shorthand for “number of
counts.”. The improvement of model based on the
number of epochs/counts, here stated that if more
number of counts, then model became more improved.
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MD. ZAKIR HOSSAIN et.al [2] this was also survey
paper with great ease. indicates that Deep learning-
based methods can deal with the difficulties and
complexity of image captioning. The author’s goal in
writing this survey study was to provide an in-depth
analysis of the current deep learning-based picture
captioning methods. In order to assess the effectiveness,
strengths, and limitations of the strategies, the author
covered their theoretical roots.

Oriol Vinyals,et.al [3] In the aforementioned study, the
author looks into this issue and makes the argument that
image captioning is a well-known branch of artificial
intelligence (Al) research that deals with comprehending
images and providing a verbal description for them.
Understanding an image requires the ability for the
identity of objects. While captioning an image it also
needed to understand the details such as location,
object properties and their interactions for proper image
dimensions and clarity. And for proper logiccaptioned
statements required both syntactic as well as semantic
understanding of the language. In this research, the
author introduced a deep recurrent architecture-based
generative model that incorporated recent advances in
computer vision and machine translation and could be
used to produce intelligible phrases that describe an
image.

Timo Ojala, et.al [4], In this study, the author proposed
a conceptually straightforward and computationally
straightforward method that is robust to variations in
grey scale and that effectively discriminates a wide
variety of rotating textures. Traditional machine
learning is discussed in length in this article. Because
this method uses hand-crafted features like Local
Binary Patterns (LBP), the author explains why these
features are important and how they operate.

David G Lowe [5], this paper used identification of
key points for the object recognition. The strategy
we’ve outlined makes use of least-squares pose
determination,The = development of  distinctive
invariant key points is the main focus of thisresearch,
as already noted. In the aforementioned [5] paper,
object recognition was carried out by first individually
comparing each key point to the database of keypoints
collected from training photos. Many of those early
matches, according to the author, may not be accurate
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because of ambiguous traits or features that result from
background clutter. Consequently focus on Scale-
Invariant Feature Transform (SIFT) for study of image
captioning, Navneet Dalal and Bill Triggs. [6], methods
and technology corresponding to it is common practise
to employ the Histogram of Oriented Gradients (HOG)
and a combination of these properties. These methods
extract features from inputs that are provided.

Bernhard E Boser et.al,[7] include the concept of
Support Vector Machines (SVM) and also explain its
classification with other machines/methods in order to
classify an object.

Vani M1, Priya S2 [8],In this paper author produced
caption to input image in English. In This image caption
generator had been developed using a CNN-RNN
model. This model was totally depends on the data,
so, it could not predict the words that was out of its
vocabulary. This dataset added and explained by author
contained near about 8000 images. But author said that
higher accuracy of model output they need to train the
model on larger than 100,000 images datasets so that
better accuracy models could be developed.

C. Elamri and T. Planque, [9], According to the author,
automatically describing an image’s contents was a
difficult undertaking, but it was crucial for assisting
those who are blind. Modern smart phones have the
ability to capture pictures, which can assist those who
are vision challenged in capturing the environment.
Here, captions can be created using photographs as
input that are loud enough for visually impaired people
to hear and understand better what is going on around
them. In this instance, Christopher Elamri extracts
features from a picture using a CNN model. Then, using
an RNN or LSTM model, these attributes are used to
create an image description that uses grammatically
sound English phrases to describe the scene. Create
a description of the image in English that is properly
punctuated.

Imad Afyouni[10],In this research [10] work
implementation done for generating image caption in
Arabic in Arabic language using machine learning
and data analysis. for arabic caption to work input
performed with the help of three different models .
The COCO and Flickr30k datasets are used to develop
and train all three models. After testing, a subset of the
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COCO dataset is built in Arabic. One or more observed
items can be handled by the first model, which is an
object-based captioned. The third model is based
solely on a soft attention mechanism, compared to the
second model, that employs both an object detector
and attention-based captioning. The model has been
evaluated using multilingual semantic statements to
generate the accuracy.

Ayush Kumar Poddar et al.[11] In this image captioning
with machine learning and deep learning process
performed to provide caption to given image in Hindi.

Shuang Bai et al.[12] The author of this research
provided a survey on image captioning. The main
focus was on neural network-based techniques, which
produce cutting-edge outcomes. Additionally, the
author discussed potential areas for future research in
automatic image captioning.

Duy-Kien Nguyen et al.[13] In this paper also author
mentioned that vision and language have made
significant progress, in various field one of them
essential is image captioning.

William Fedus et al.[14] In this paper research basically
based on conditional GAN models in the context of
natural language.Author introduced a text generation
model which trained on in-filling (MaskGAN). The
MaskGAN algorithm directly achieved this through
GAN-training and this improved the generated samples
as assessed by human evaluators.

William Fedus et al.[15] , in this paper author first
examined the importance of CNN- LSTM framework,
Then it worked to generate knowledge-base queries
which reflect the content of the question and the image,
in order to extract more specifically related information.
In this author created a baseline for implementing
results by connecting CNN to an LSTM. The CNN is
a pre-trained (on ImageNet) VggNet model from which
they extract the coefficients. Author also implemented a
baseline model VggNet+ftLSTM, and also make a use
of COCO dataset.

From this listed research papers and other we have
studied the role of CNN (convolutional neural network),
DCNN (dynamic convolutional neural network), LSTM
(Long Short Term Memory), NLP (Natural Language
Processing), various datasets like Flickr Dataset, various
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models like COCO model. From this survey we also
able to examine that how machine learning and deep
learning is essential and we can work further for more
improvements and to reduced laggings in output with

Sawant, et al

The brief summary of some literatures related to
image captioning is given in a following table ,in the
form of reference number of paper for which detailed
information we can easily access from the column of

the techniques machine learning and deep learning. contents:-

Table 1. : - Brief analysis of Some Analyzed Research Papers

Sr. No. Reference No. | Contents/ Examined Survey :- The Concept/Algorithm/Model Used in given
reference.
Deep Learning and Natural Language Processing Concept
2 2 Concept of various datasets and deep learning based automatic image captioning

techniques.

Deep recurrent architecture model.

Concept of traditional Local Binary Patterns (LBP)

3 3

4 4

5 5 Concept of Scale-Invariant Feature Transform (SIFT)
6 6 Concept of Histogram of Oriented Gradients (HOG)
7 7

8 8

9 9

Concept and working of of Support Vector Machines (SVM)
Details and working of CNN-RNN model
Details and working of RNN and LSTM model

10 10 Details and working of COCO and Flickr30k dastaets

11 11 Details of multi-layered CNN-LSTM neural network model
12 14 Study of MaskGAN algorithm

13 15 Details and working of CNN,LSTM,COCO model

PARAMETERS FOR THE
CLASSIFICATION OF DEEP LEARNING

Type of learning

Number of learning methodology is available but in
deep learning mainly go through the learning method

Type of Leaming
as:
Supervised- learning Unsupervised- learning
Architeciure Feature Training data for supervised | Unsupervised learning

Deep Learning Mapping learning includes the includes unlabeled data.

h“ Image expectedoutput known as

‘aptioning labels or captions.

Language Noof Feature Mapping
Mode! Captions .. .
J In Image captioning features to Map objects are:

Visual space Multimodal Space

Fig. 1. Parameters for the Classification of Deep Learning

Several of the parameters used to classify deep learning
using various criteria are shown in the diagram, along
with an explanation of how they apply to deep learning-
based picture captioning:
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Visual space is space by
an observer subjective to
the counterpart of physical
objects.

Multi-model space/ database
unify multiple database
systems into one.

3) Architecture:-

For Architecture Encoder-Decoder techniques and
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Compositional Model prefer mostly in deep learning .
Language Models-

Various Language Models for caption implementation
according to images are available but in survey it is
found that many researchers prefer LSTM model for
image captioning with deep learning.

Number of captions-

Here also, various captioning methods are available
but in survey it is found that researchers prefer dense
captioning method for image captioning with deep
learning.

CNN LST™M QiP-
Input (fmage) __ (Image ———s (TextGenerating —™  Captions
Understanding Part) Part)

Fig. 2. An Encoder-Decoder architecture-based block
diagram for image captioning

DATASETS

In this survey we have studied a number of datasets
that are made up of English-language descriptions and
photos. [1,3]

Dataset size

name train Valid test
Pascal VOC - - 1000
2008 [6]
Flickr8k [26] 6000 1000 1000
Flickr30k 28000 1000 1000
[33]
MSCOCO 82783 40504 40775
[20]
SBU [24] M - -

In this way we have also studied various datasets and
want to work further with one of the dataset mostly with
Flickr advance dataset.

CONCLUSION

In light of the extensive discussion of the many Image
captioning methods, in this study, we examine deep
learning and machine learning based approaches along
CNN,LSTM model for image captioning. We have given
a comparison, classification, some diagrammatical and
tabular details for image captioning techniques; we have
also studied and describe different datasets with their
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advantages and weakness. From this study we come to
know that, Deep-Learning an machine learning we can
used with CNN (Convolutional neural networks), or
LSTM layers to encode and decode captions properly
and hence, the process of generating any new papers,
notes, website becomes more which automatically
generate the caption using image captioning generating
method. Our primary focus is on techniques based on
neural networks. We presented various image captioning
method and their comparisons, from this we find we
can go through this image captioning method using
machine and deep learning because, image captioning
method becoming more and more popular as it saves
the time to of captioning the image and also provide
relevant vocabulary which is syntax an symmetrically
correct. We also think to study further on Flickr dataset
with Deep learning and machine learning technique for
progress in output generation in image captioning.
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ABSTRACT

In a cloud computing (CC) environment, tasks are assigned to virtual machines (VMs) with varying durations, start
times, and execution times. Consequently, balancing these loads across VM is crucial. Load balancing (LB) must be
performed so that almost all VMs are balanced to maximize the system’s usage of its capability and performance.
This paper proposes a new LB approach based on two optimization algorithms to overcome the issue of LB at
VMs. This approach combines an improved harmony- inspired algorithm, and a simulated annealing algorithm for
dynamic task allocation called the Dynamic improved HISA load balancing approach. In the Harmony-inspired
algorithm, HMCR calculation is improved using a linear decreasing strategy to update HMCR and PAR values by
dynamic change strategy. Then probability is checked and considered as a threshold to evaluate the best fitness of
the new Harmony and choose either an improved Harmony-inspired algorithm or simulated annealing to allocate
tasks for available cloud resources. The simulations have been simulated in the CloudSim simulator by taking two
cases in which 3 or 5 VMs and 10 to 50 cloudlets have been considered. Both cases have been tested five times in
a running environment but displayed only the best performance outcomes. These experimented outcomes of test
cases tell us that the proposed dynamic improved HISA-LB approach achieved better outcomes by min makespan
or increased resource utilization with throughput over the existing LBMPSO approach.

KEYWORDS : Cloud computing, Load balancing, Task scheduling, Dynamic task allocation, Improved harmony

search, Simulated annealing

INTRODUCTION

( jLOUD computing is a large-scale distributed
computing model that is abstracted, virtualized,
or dynamic and therefore depends on the

operator’s economic size. The primary element of CC

is controlled computing power, storage, platforms, and
services made available to external users on demand via
the Internet. CC is a new computer architecture aiming
to relieve users of the burden of managing hardware,
software, and data resources by offloading them to cloud
service providers[1]. Clouds provide many resources,
such as high-performance computing systems, data
centers, storage, and software applications. It also
manages these resources because users may access
them from wherever and without experiencing
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performance issues. Cloud computing delivers more
abstract resources and services, which may be separated
into three levels: software as a service, platform as a
service, and infrastructure as which service [2].

Cloud service providers rely heavily on resource
allocation methods such as load balancing to achieve
the goal of effective resource management. The load
balancing method in cloud computing systems entails
reorganizing task distribution across other nodes in a
cloud computing platform. The load balancing technique
includes continuously identifying overloaded and lightly
loaded cloud computers and migrating a workload
from overburdened machines to lighter-loaded cloud
servers. It contributes to optimal cloud resource usage
by preventing virtual machine instances from becoming
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overcrowded, underloaded, or inactive[3]. Numerous
load-balancing algorithms have been presented in the
literature, and most of them are already widely used in
different public and private CC platforms [4].

In a cloud context, task scheduling is an NP-hard
combinatorial optimization issue because the no. of
tasks is always growing and the duration of each work
is subject to rapid change. The mappings between tasks
as well as resources are challenging to develop. As a
result, we need a competent TS strategy that can better
handle the work and address the NP-hard problem[5]
[6]. Numerous scholars have concentrated on heuristic,
meta-heuristic, and other hybrid scheduling algorithms
to address this problem. Swarm intelligence techniques
are now being employed to solve these types of
difficulties. Kennedy and Eberhart presented PSO as
the most prominent swarm intelligence optimization
technique [7]. In [8], a modified PSO algorithm known
as LBMPSO was presented to handle the difficulties of
LB and TS. The LBMPSO TS approach is predicated
on the PSO algorithm, which employs a FF (fitness
function) to determine the optimal particle arrangement.
FF computes each VM’s execution times, and returns
increased execution time as the PSO particle’s fitness
value (F). However, when the issue becomes larger,
the conventional MPSO method is no longer a viable
solution in all cases.

To resolve these issues for all scenarios, a new dynamic,
optimized load balancing approach is proposed by
combining the improved HSA and SAA in a cloud
computing environment for dynamically task allocation
for efficient resource utilization and minimizing the
makespan.

The main contributions of this study work are as occurs:

1)

To deal with TS and load balancing issues at
different VMs and cloudlets.

2) To design a new dynamic improved HISA load
balancing approach utilizing two optimization

algorithms for improvising the harmony memory.

3) The Improved HISA-LB approach is optimized by
updating HMCR, PAR and Fret width by dynamic

allocation of tasks in task scheduling.
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4) It provides dynamic task allocation to balance the
load in two cases.

5) The proposed approach is compared with the
existing LBMPSO algorithm wusing different
performance indicators to minimize makespan and

improve resource utilization.

The remainder of the paper is organized as follows. The
next section I highlights research on different existing
cloud LB strategies. A new dynamic and efficient LB
approach is obtainable in section III. Test outcomes
by experimenting in a cloud- running environment are
discussed in section IV. At last, conclude the entire
research work with some future recommendations in
section V.

RELATED WORK

The ICT industry has been pushed toward cloud
computing bythespectacularadvantages of virtualization
and cloud technology. Many businesses that facilitate
services via information and communication
technologies have embraced CC or begun transferring
services to cloud infrastructure. There has been an
important rise in the difficulty of resource management
and LB for both cloud service providers and their
customers as a consequence of the popularity of cloud-
based infrastructure. Researchers have proposed several
load-balancing strategies to make the most of the cloud’s
available resources. In this article[9], researchers offer
a unique load-balancing approach that illustrates work
shifting from a heavily loaded virtual machine (VM) to
a less busy one in a cloud-based. This study presents an
effort to assist cloud stakeholders in resolving the issue
of uneven resource consumption.

Virtual machine (VM) load balancing is a crucial
component of cloud TS. The current study of [10]
suggested a hybrid optimization technique called
MMHHO for dynamic LB. The hybrid method
suggested in current research optimizes system
performance by increasing VM throughput, distributing
workload evenly among VMs, and maintaining priority
parity by varying task wait times. Created on simulation
outcomes, it is clear that the proposed MMHHO load
balancing technique is superior to alternatives.

In this paper, [11] cloud computing’s essential role in
scheduling tasks and allocating resources led researchers
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to develop a new HYBRID bio-inspired algorithm.
Several cloud-based systems rely on tried-and-true
scheduling techniques like RR, FCFS, ACO, etc. Since
the cloud gets work from clients at a high pace, effective
resource allocation is essential. In this work, researchers
present a HYBRID Bio-Inspired algorithm (Modified
PSO + Modified Collaborative Swarm Optimization)
to distribute and manage resources (CPU as well as
Memory) according to the needs of the jobs running on
the virtual machines. The investigational findings show
that our suggested HYBRID algorithm is superior to its
peer research and benchmark methodologies in making
the most of the cloud’s available resources, ensuring the
system’s uptime, & decreasing average response time.

In this paper, [8] suggested an LB method that uses
modified PSO task scheduling (LBMPSO) to allocate
cloud resources to tasks to reduce time and optimize
resource use. To do this, the data center’s tasks and
resources must have accurate and up-to- date information
about one another. To test the suggested scheduling
technique, researchers used the CloudSim simulator.
The simulation findings show that the suggested
scheduling technique outperforms advanced methods
in decreasing makespan and increasing resource usage.

Large amounts of diverse data exist on the cloud,
necessitating intensive computations before they can be
accessed. To address these issues, M. Junaid et al. [12]
developed a method for LB using a hybrid of CSO and
SVM they call DFTF. Firstly, the proposed approach
employs one or more SVM classifiers to categorise data
in cloud from multiple sources into different kinds, such
as text, pictures, video, and audio. After that, information
is sent into a modified version of the LB algorithm CSO,
which is responsible for fairly distributing the workload
between VMs. Throughput was increased by 7%,
response time by 8.2%, migration time by 13%, energy
consumption by 8.5%, optimization time by 9.7%,
overhead time by 6.2%, SLA violation by 8.9%, and
average execution time by 9%, according to simulation
findings compared to previous methodologies. These
outcomes were superior to those achieved by several
baselines employed in this study (including CBSMKC,
FSALB, PSO- BOOST, IACSO-SVM, CSO-DA, and
GA-ACO).

In the research article of [13], The novel FIMPSO
algorithm is presented as a combination of the firefly
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algorithm and the Improved Multi-Objective PSO
(IMPSO) method for LB. The Firefly (FF) algorithm is
used to narrow search space and the IMPSO method
zeros in on the best possible answer. The suggested
FIMPSO algorithm improved upon key indicators,
including appropriate resource utilization and task
response times, and it also managed to successfully
average load for making. According to the simulation
results, the suggested FIMPSO model outperformed the
competing approaches.

To ensure QoS & user experience, MEC services are
integrated and delivered closer to the edge of the user.
This research aimed to minimize processing time and
service cost in MEC networks by offloading workloads
from MD to ES. The primary takeaway from the research
is the feasibility of scheduling delivery of offloaded
activities to ES VMs to optimize for computing time,
cost of service, wastage over capabilities of ES, as well
as max associativity (AE, X) of a task with an ES while
yet preserving MD mobility. [14] provided a method for
dynamically scheduling tasks and balancing load that
uses an APSO method in conjunction with dynamic
programming as a multi-objective optimization tool.
Simulation experiments were used to evaluate the
suggested technique against the industry-standard PSO,
APSO, and PSO-GA algorithms. Compared to PSO-
GA, the suggested technique improved performance
by decreasing task makespan by 30% and enhancing
resource usage by 29%. Furthermore, the suggested
technique was linked to increases in fitness function
value and reductions in service cost or waiting time
relative to other methods.

Because of the high volume of incoming tasks in the
cloud, LB is a critical concern. An intelligent choice
is made by the data center controller or an agent to
complete a large number of tasks in a short amount of
time or quickly. In this work, [15] introduced a powerful
scheduling technique, DRLPPSO, for balancing
loads and their parameters using deep reinforcement
learning and parallel particle swarm optimization. Our
experiments show that particularly in comparison to
MPSO, A3C, and Deep DQN methods, our suggested
scheduling algorithm tends to increase the reward by
15.7%, 12%, and 13.1% for a task set of 2000, as well
as enhances the reward by 17.5%, 12.6%, or 15.3% for

a task set of 4000.
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Despite substantial infrastructural advances, cloud
computing still faces several load-balancing difficulties.
Several strategies for improving load balancing
effectiveness have been suggested in the literature.
According to recent research, LB strategies based on
metaheuristics give superior solutions for optimal
resource scheduling and allocation in the cloud.
Nevertheless, most present techniques focus on a few
QoS indicators while ignoring several crucial aspects.
The performance efficiency of these technologies is
increased further by combining them with optimization
methods.

RESEARCH METHODOLOGY

This section proposes a novel load-balancing approach
based on an improved harmony-inspired and simulated
annealing algorithm for dynamic task allocation named
dynamic improved HISA-LB to solve the TS and LB
problems discussed below.

Statement of the Problem

Develop an algorithm for scheduling tasks which, in
addition to satisfying the user’s criteria, produces a high
resource use effectiveness. The existing methods for task
scheduling in Cloud merely map tasks to VMs without
considering the LB of the host computers. This may be
done to prevent the overhead required, seeing as how
satisfying users’ needs is a higher priority than breaking
the SLA. In previous work [8], A PSO algorithm with
certain modifications, given the name LBMPSO, was
employed to find a solution to the issue of LB and job
scheduling. The LBMPSO TS approach was founded on
the PSO algorithm, which relied on a fitness function to
determine each particle’s optimal configuration. FF was
responsible for determining the execution times of each
VM and returning the execution time considered the
most elevated fitness value (F) of every PSO particle.
However, inefficient utilization of resources can result
in significant loss of power resources and financial
loss for cloud service providers. This is because it was
experiencing some convergence local optima problems,
which caused it to not utilize the task allocation in a
manner that was as efficient as possible to minimize
execution time.

Therefore, our solution is to create a task scheduling
algorithm that also considers the hosts’ load. This will
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allow us to avoid overloading the hosts, which will
allow us to meet the user’s time requirements (thus
adhering to SLA as well as improving QoS), as well
as identify underloaded hosts, which will prevent the
unneeded consumption of energy as well as increase the
throughput.

Proposed Methodology: HISA-LB Model

Virtualization technology is utilized in the Cloud to
manage resources efficiently. This project seeks to
address the issue of dynamic, reliable task scheduling
and resource utilization in a virtualized data center by
mapping user request (tasks) to virtual machines and
virtual machines to hosts, accompanied by addressing
imbalances in host loads for efficient resource utilization.

A detailed proposed methodology is described in this
section that is based on two optimization techniques. An
improved dynamic harmony-inspired search algorithm
and simulated annealing are used as these two techniques
for load balancing by allocating tasks dynamically. The
harmony-inspired algorithm is improved by updating
the HMCR, PAR and Fret width calculation process.
This approach is termed the Dynamic improved HISA
load balancing approach that mainly focuses on efficient
resource allocation that causes resource utilization to
be increased, and makespan can be decreased. This
approach calculates a minimum makespan as a FF
to estimate the ideal arrangement of every Harmony
and fret width. Fig. 1 depicts the proposed method’s
flowchart for its significance in allocating tasks and
resources.

Improved Harmony Inspired Algorithm for Dynamic
Task Allocation

Harmony is a possible solution in the HSA, where each
decision variable of the solution corresponds to a note.
HS features a harmonic memory (HM) that stores a
predefined number of harmonies (N). Assume the aim
is to minimize/maximize a fitness function (f) under
the influence of d choice factors. The following is the
definition of this optimization process:

Min (or Max)f = (xq,%5,..Xq)

(D)

wherein f is the fitness function and x i I = 1,2,...,d)
denotes the decision variable I and d denote the issue

dimension.
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For this research, the fitness function is calculated by
eq. (2)

Fit=T . + Makspan+ RU 2
Where Fit= fitness function of Dynamic improved
HISA-LB

T = waiting time. Now is the time to wait for work to

wait

be assigned to a separate VM.

t

RU = Resource utilization

The specifics of each stage are described in the following
format[16]:

Step 1. Initialization of HM

At the outset of HS, N harmonies are generated in the
metric space and stored in HM. It is possible to provide
Harmony I using a vector: Harmony I = [xi,1xi,2...
xi,d]. Eq. (2) may be utilized to set up HM.

0 _ ,min max _ ..min
x;; = x"" + Rand (x| xM)

3)
here ¥%""& ™" The maximum and minimum values for

choice variables j and rand are uniformly distributed
random integers among O or 1.

Step 2: Improvisation of an HM

The next step is to improvise a new harmony,
Y =[xV, x2, L, xg®]. The HS algorithm’s
most notable characteristic is that, unlike the other
algorithms, it creates a new harmonic by using all of the
existing harmonies. The technique outlined below must
be used to generate the decision variable j. This process
is repeated with each of the choice factors until a new
harmony is found.

new _

o x/  je (1,2,...,HM),Rand < HM_CR
' x; € X,

else @)
The pitch of each component acquired by taking the
Memory into account is evaluated to determine whether
it has to be altered.

The PAR parameter controls the rate of pitch adjustment.
The following equation may be used to explain the
pitch-adjustment process:

new _ {xf + Rand * Fy,

L new
X ,

Rand < P_A_R_
else

)

wherein Rand is a random no. Uniformly distributed
among 0 as well as 1.
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1) HMCR

HMCR €]0, 1] specifies whether a decision variable’s
value is to be selected from HM. This study employs a
linear reducing technique to update HMCR to ensure
that algorithms can rapidly identify local optimums in
early operation while ensuring that resolutions reached
in later operations are different [12]:

HM_CR (t) = HM_CR

(HM_CRumqx—HM _CRypip )=t
max

(6)
where t is the current iteration number; To determine a
maximum number of repetitions, we use the parameter
Tmax. The maximal harmony memory consideration
rate (HMCRmax) and thus the lowest HMCR
(HMCRmin).

2) Pitch Adjustment Rate

Local search in HS is determined in part by the PAR.
Using the right PAR may prevent the search from being
stuck in a local optimum. In general, a lower PAR is
helpful in the early search stage for finding the local
optimum solution, whereas a bigger PAR is good for
bypassing that solution and moving on to the next. The
method presented in this research incorporates a dynamic
change approach for PAR, and the corresponding
mathematical formula for PAR is:

PAR({) =

Tmux

(P_""_Rmax 'P_A_Rmiu)
i

: «arctant +P_A Ry, o
wherein P_A R(t) is the rate at which the pitch is
adjusted for the t-the generation, P_A R is the rate
at which the harmony memory is considered at its
maximum, as well as P_A_R__ is the rate at which it is
considered at its lowest.

3) Fret Width

If used correctly, the proper Fret Width (F_W) can
effectively change the pace at which an algorithm
converges to the optimum solution. The value of F W
goes from being huge to quite little throughout this work.
The value of F_W will vary dynamically depending on
the generation number, as seen in the following:

FW() = F W, — (F_ Wimnax=F Wmnin)+t

Tmazx

(®)
where F_W(t) is the pitch fret width for the t-the

generation, F_W__ aswellas F_W__ are the maximal
and minimal harmony memory processing rate,

correspondingly.
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Step 4: Harmony Memory Update

If, after assessing the fitness function, the newer
harmony vector is determined to be superior to the
worst vector, the newer vector will take the place of the
worst vector.

Tiwari, et al

Step 5: Termination condition check

In the instance that the maximal number of iterations has
been exceeded, the Dynamic Improved HS Algorithm
is terminated. In such a case, steps three and four are
performed repeatedly.

The optimization steps for the improved HS algorithm are concise in following Algorithm 1.

Algorithm 1: Improved HSA

Method:

Step 1. Initialize HSA parameters.

Step 2. Initialize maximal no. of iterations Tmax; the harmony memory size (HMS), maximal & minimal HM considering rate,
HM_CRmax &HM CRmin; maximal and minimal pitch adjusting rate, P A Rmax and P_ A Rmin; maximal and

minimal fret width, F_ Wmax or F_Wmin.
Step 3. Initialize harmony memory (HM).
Step 4.

Step 5.

Establish novel Harmony based on HM. Utilize equations (2), (3), (4). (5), as well as (6) to create a novel harmony.
Increase HM. Employ (1) to assess the suitability of the new Harmony. If novel Harmony is superior to the least favorable

harmonic in HM, the least favourable Harmony is removed from HM and novel Harmony is added.

Step 6.
Otherwise, proceed to Step 4.
Step 7.

Evaluate the termination condition. Improved HS will end if no. of iterations exceeds maximal no. of iterations Tmax.

Return The best-optimized solution in the harmony memory for dynamic task allocation

2. Simulated Annealing

In the procedure of finding an optimal solution, SA
recognizes not only an optimization solution but as well
as an inferior solution with such random acceptance
criterion, as well as the probability of accepting
worse alternatives tends to be zero, having caused the
method to potentially jump out of the local region of
solutions as well as find the optimal global solution.
The algorithm’s convergence could be maintained.
This work implements SA in the otherwise clause
if probabilities are less than or equivalent to HMCR,
enhancing the memory capacity of HI algorithms. The
procedure of SA is as follows:

The procedure of SA is given below in algorithm?2:

Stepl: Initial value X is produced.

Step2: A novel reasonable solution x  is produced under
temperature tmp,, X, is in neighborhood solution of x|

Step3: Estimate the variance A Fit=Fit(x,)-Fit(x ) of
fitness function Fit(x ) and Fit(x,); Step4: Receiving
novel solution by min {1, exp; of probability, that
random [0,1] is random no. among 0 or 1. If the solution
reaches the balance status of temperature tmp,, turn to
(5), or turn to (2);

Step5: Temperature may be decreased in a certain way.
Temperature drop function may be distinct as tmp,, =
atmp,, a=0.9.

Algorithm2: Simulated Anncaling

Procedure:

1. Randomly initialize a processing unit set and the control parameter to a very large positive value.
2. Repeat until the control parameter value reaches the minimum:

a) Generate a random sct of processing units and calculate AFit using the:
A Fit=Fit(x,) - Fit(x,) ©)

b) Select the new set of a processing unit with probability Pij calculated using:

P, (Fit)=min[1,exp( —(Fit(x,) - Fit(x,))/ Fit)} (10}
c) Repeat until the inner loop break condition is met.
d) Decrease the temperature by a certain rate.
e) Goto steps two loops.

3. End
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The proposed dynamic improved HISA load balancing approach is described in detail with pseudocode in
Algorithm 3, and the flowchart for this model can be seen in Figure 3.

Algorithm3, Dynamic Improved HISA Load Balancing Approach

Pseudocode:
1. Begin
2. Generate the harmony memory
3. Initialization of all parameters, tmp (temperature), Num (t) = 0, Tia= 5000
4. Calculate all parameters values
5. Evaluate the fitness function by the formula

Fit = T4 + Makspan + RU
Place BestX (the best solution in Harmony Memory (HM)) into &
BstSol = BstSASol = &
Forp=(ltot)do
Update the HMCR by the given formula

HM_CR () = HM_CRyqx —

10. If (random (0,1) < HM_CR) Then
11. Select 2 vectors solution symbolized as v1 & v2 at random [rom Harmony memory
12. Update PAR by dynamic change strategy by the given formula

P_A_R(t) - (P.A.Rmax; P.A_Rmm)

=

e

(HM_CRypgy — HM_CRpyp) + t

Tlﬂﬂx

sarctant + P_A Ry

2
13. F_W changes dynamically with the number of iterations by the given formula
FW(t) = F.W, _ (F-wmcx — F-Wmm) *t

TI’MX

14. If (random (0,1) =P_A_R) Then

15. v=put on a PMX crossover to vl and v2

16. newX = the best neighbor amongst some of the neighbors created by v
17. If (SumFit(newX) < SumFit(worstX)) Then

18. Swap worstX by newX //Modifying the HM
19. End of If

20. End of If

21. End of If

22. FElse

23. &' = the best ncighbor among the gencrated neighbors of &
24, AFit = SumFit(8") — SumFit(&)

25. probability = Random (0,1)

26. If ((AFit < 0) or (probability < e ~AFit/tmPy) Then

27. §=8"newX =4"

28. If (SumFit(newX ) < SumFit(worstX)) Then

29. Swap the worstX by newX /f Modifying the HM
30. End of If

31. If (SumFit(§) < SumFit(BstSASol)) Then

32. BstSASol=4

33. End of If

34. Endof If

35. tmp = Modify (tmp)

36. End of Else

37. If (SumFit(BestX ) < SumFit(BstSol))

38. BstSol =BestX, 1=0

39. Endof If

40. If (SumFit(BstSASol) - SumFit(BstSol) = Tyax)

41. & =BstSol

42, End of If

43. End of For

44, Get the result BstSol together with its fitness function value
45. Stop.

Output: Dynamic task allocation
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Calculate fitness function
for HIM harmonies

{

Initialize TTM
randomly

Setall HS parameters,
tmp, =0, Toax

H

No

| Calculate new updated P_A_R |
|

) 4
| =i+l | | Calculate new updated Fret Width |

Ye

h 4

| Best candidate [

Sinmlatcd*nnncaling

Acceptance Penalty
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Random Neighborhood
structure

Probability evaluation

Cooling schedule

v

No

=]
teh Adjacent &Put PMX Crossover ‘

!

newx = x ;

!

Final tmp
reached?

| Calculate fitness function of NewX |

Do replacement

l =Tmax [

Return best solution with
minimum penalty

Result BstSol Caleulate performance
A = parameters (ARUR,
with finess value . — hput)

Fig. 1. Flowchart of proposed Dynamic improved HISA load balancing approach

RESULTS AND DISCUSSION

The proposed Dynamic HISA load balancing algorithm
is simulated using the CloudSim tool and executed on
Eclipse Java Programming Environment. There are
several parameters to appraise the proposed algorithm’s
performance, which are helpful in performing a
comparison with other existing techniques. The
experimental setting and parameters details are given
below.

Vol. 46

Special Issue,

www.isteonline.in

A. Experiment Setting

No experiments have been conducted to obtain
desired results in cloud scenarios. For the setup of the
experimental scenarios in the cloud, there is a need
for some parameters that are defined in table 1. Such
parameters are related to the required cloudsim setting,
HSA and SAA. There are two scenarios in a testing
environment

® 3 VMs and 10 to 50 cloudlets
® 5 VMs and 10 to 50 cloudlets
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Table 1. Parameters properties detail

Setting Parameters Value
Operating system Windows 10 (64-bits)
Software
RAM 12 GB
Simulation Tool CloudSim
Cloudlets (Tasks) range 10-50
Cloudlet Length 1000-6000
Cloud File Size 300
Cloud parameters Virtual machine range 3-5
Memory 256-512 GB
CPU 1-5
Bandwidth 1000
Virtual Machine Monitor XEN
Processing speed 250-300 MIPS
Harmony Mcmory Size 20
Number of New Harmonies 30
Maximum Harmony Memory Consideration 0.951

Rate (HM_CR_Max)

Harmony Search Minimum Harmony Memory Consideration 0.6f
Algorithm parameters Rate (HM_CR_Min)
Maximum Pitch Adjustment Rate 0.997
(P_A_R_Max)
Minimum Pitch Adjustment Rate 0.01f
(P_A R Min)
Maximum Fret Width (F_W_Max) 1.0f
Minimum Fret Width (F_W_Min) 0.001f
Number of iterations (Tumex) 5000
Simulated Algorithm cooling rate (o) 0.9
parameters initial temperature (ty) 1000
B. Key Performance Indicators as the completion time of the last job to leave the system

Iculated in the eq. (8).
Key Performance Indicator compares particular KPIs calculated in the eq. (8)

of conventional IT with CC solutions to promote CC Makespan=Last FinishTime=FT_ ®)
adoption. These are cost, time, quality, and profitability
measures related to Cloud Computing features. The
performance results of the model measure these

Where, FT_is the finish time of the last task. Maximum
makespan is same as makespan last completion time.

indicators. Makespan = Max{FT,, FT,, FT,..... FT } ®)
Makespan: Makespan is the time difference between the Makespan_ =Min{FT , FT, FT,..... FT } (8)
beginning and end of a series of tasks or activities. It is ) ) ) )

also defined Average Execution Time: The execution time, also
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known as CPU time, is the entire quantity of time that
the procedure runs; this time is normally independent
of the initiation time but frequently relies on the input
data. The execution time is the difference between the
end and start times. Subtract the start time from the
finish time to determine the execution time.

ET = End time—Start time

®)

The expected execution time (EET) or average execution
time of task T, where i = {I, 2,.....X) execute on virtual
machine VMj, where j = {1,2,...,y} may be signify as
an Equation. (2).

EETJ._I.:Z: T, » 21@:“
= i=

®)

Throughput: Throughput is the efficiency at which a
computer service or device accomplishes tasks over
a certain period. Adequate throughput is required to
ensure that all applications execute efficiently. The
formula is:

Througput = (number of incoming requests)/(total time)

©
Resource Utilization:

Resource utilisation is a key aspect of saving energy
in data centers. The total execution time of all tasks
multiplied by the greatest execution time or makespan
is used to evaluate resource utilisation.

(10)

Average Resource Utilization Ratio: Eq. (10) shows the
average utilisation.

> RU

ARUR=—"—
m

RU = (execution time /makespan)

= 100
(11)

where ‘m’ number of resources.

Resource Utilization is defined as the percentage of
resources consumed by the incoming workload. In
other words, it shoes

C. Results

In this section, several results were obtained after
experimentations into two cloud cases by the proposed
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Dynamic improved HISA load balancing approach. All
these results are displayed in screenshots, tabular and
graphical forms on 3VMs and 5VMs 10 to 50 cloudlets.

Input X
? Please Enter number of DC(3,5) :
_____ £ In
OK Cancel
Input X
Please Enter number of Cloudlets{max 50) :

10 |

0K Cancel

Fig. 2. GUI for entering Number of (a) Datacenter (b)
Cloudlets

Figure 2 shows the GUI for entering a number of the
Virtual machine at a data center and the cloudlets after
selecting VMs.

From here, the user can choose either 3 or 5 VM and
cloudlets between 10 (minimum) to 50 (maximum) for
any scenarios to test the approach.

1) Casel: 3 Virtual Machines 10 to 50 cloudlets

Cloudlet ID  STATUS  Data center D W ID Time  Start Time  Finish Time

8 SICCESS 2 2 6.7 0.1 6.8

3 SUCCESS ] B 1.7 8.1 11.85
1 SICCESS 2 2 16.68 2.1 16.78
] SUCCESS ] 1 18.66 8.1 18.76
4 SUCCESS ] 1 20.34 0.1 2.4
9 SUCCESS ] 1 20.55 0.1 2.65
7 SICCESS 2 2 nn 2.1 n.n
] SUCCESS 1 1 25.83 2.1 2%5.93
5 SICCESS 2 1 28.59 8.1 3.69
] SUCCESS ] 1 8.7 0.1 .87

Maximum Mskespan @ 28.87

Minimum Makespan : 6.8

Bverage Execution Time : 20.158533333333%3

Throughput : 0.34536432909229453

Average Resource Utiliation Ratio : @.7694086904965326

Resource Utilization : 7.0168333063938855

Load Balancing Using Dynanic Harmony Inspired Simulated Annezling Completed!

Fig. 3. 10 cloudlets at 3 VMs
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========== UTPAUT ==========

Cloudlet ID STATUS Data center ID W ID Time Start Time Finish Time
16 SUCCESS 2 2 18.45 2.1 18.55
17 SUCCESS 2 1 18.68 a.1 18.78
18 SUCCESS 2 1 23.74 e.1 23.84
1 SUCCESS 2 1 25.11 0.1 25.21
3 SKCESS 2 @ 25.22 8.1 25.32
18 SUCCESS 2 1 3082 a.1 30.92
13 SUCLESS 2 @ 32.83 8.1 3293
8 SUCCESS 2 a 3538 8.1 35.48
1 SUCCESS 2 2 35.38 0.1 35.48
L] SUCCESS 2 2 /.1 8.1 9.2
L] SUCCESS 2 1 39.55 8.1 39.66
5 SUCCESS 2 1 39.67 8.1 39.77
7 SUCCESS 2 1 39.92 8.1 40.92
15 SUCCESS 2 2 45.2 a.1 45.3
2 SUCCESS 2 2 45.98 8.1 47.88
9 SICCESS 2 2 48 68 8.1 48.18
12 SUCLESS 2 2 49,87 8.1 49.17
4 SUCCESS 2 a 4918 8.1 4528
19 SUCCESS 2 2 49.29 8.1 49,39
1 SUCCESS 2 a 58.18 8.1 58.28

Maximum Makespan : 58.28

Minimus Makespan : 18.55

Average Executlon Time : 37.8922656E6666674

Throughput : @.3977408320738206

Average Resource Utiliatien Ratio : @.9260891568778227

Resource Utilization : 14, 7928R3090711422

Load Balancing Using Dynamic Warmomy Inspired Sisulated Annealing Completed!

Fig. 4. 20 cloudlets at 3 VMs

Figure 3 depicts the outcome for case-1 with three
virtual machines and ten cloudlets. This cloudlets ID
displays the status, data center ID, virtual machines ID,
time, start time, and end (or finish) time, with Cloudlets
ID 6 having the longest finish time of 28.87 seconds
and Cloudlets ID 8 having the shortest finish time of
6.8 seconds. Five tests during this case resulted in a
maximum makespan of 28.87 seconds. The average
resource usage ratio is 0.769, and the maximum
throughput is 0.346.

Figure 4 depicts the outcome for case-1 with three
virtual machines and twenty cloudlets. In this, cloudlets
ID 1 has the longest finish time of 50.28 seconds,
and Cloudlets ID 16 has the shortest finish time of
18.55 seconds. Five tests during this case resulted in
a maximum makespan of 50.28 seconds which is
the minimum in all five tests. The highest Resource
Utilization is 14.79, ARUR is 0.926, and the maximum
throughput is 0.397.

T PITITETT TR TSR T TR T TR

“xarminatec > TeStEMOHISA [13ud APRICATIC] CAPTOGram Files/avajre 180,191\ Binjavaw.exe (OC1 3, 2022, 40856 PM)
FE SUCCESS 2 L] 0.9 0.1 n
¥ SUCCESS 2 ° 35,85 w1 35,95
29 SUCCESS Fl 2 a7.81 8.1 37.93
13 SUCCESS 2 1 39,27 2.1 39,37
15 SUCLESS 2 1 46,58 @.1 46, 68
2 SUCCESS 2 L] 47,54 .1 47.84
18 SUCCESS 2 Fl 48,72 0.1 au.u2
FEl SUCCESS Fl F 49,59 a1 49,69
26 SUCCESS 2 1 49,91 .1 58.91
1 SUCCE 2 2 Sa.a7 ®.1 50.17
12 SUCCESS 2 L] 0.3 0.1 s8.4
22 SUCCESS 2 2 108 8.1 51.18
1@ SUCCFSS 2 2 51,10 a1 51,29
& SUCCESS 2 2 52.94 .1 s3.84
14 SUCCESS 2 Ll 55.93 8.1 56.03
17 SUCCESS 2 2 56,42 @1 56,52
5 SUCCESS Fl 2 61.91 0.1 62,81
11 SUCCESS 2 Ed 62.9 ®8.1 63
a SUCCESS Fl 2 63,24 0.1 63,34
20 SUCCESS 2 1 63.64 8.1 63.74
24 SUCCESS 2 1 6768 @.1 67.78
e SUCCESS 2 1 69,40 e.1 69.59
23 SUCCESS 2 1 72.89 8.1 72.99
19 SUCCESS 2 1 Ta.02 .1 74,12
& SUCCESS Fl 1 74.77 .1 74.87
El SUCCESS 2 1 EENTY 0.1 75.64
a SUCCESS 2 1 76,16 @1 F6.26
a SUCCESS Fl 1 a3 0.1 79.4

HMaximum Makespan : 79.4

Minimum Makespon : 18.6)

Average Executlon Time - 54.81687777777778

Throughput : ©.377819477/85388163

Average Resource Utiliation Ratio : 0,0344423034674074

Resource Utilization : 20.748703269291255

Load Dalancing Using Dynamic Marmony Inspired Simulated Annealing Completed|

Fig. 5. 30 cloudlets at 3 VMs
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<terminated » TestLEMDHISA [inva CAProg: Aavaljrel £.0_ 19T 3, 2022, £12:46 PM)
[ S LEns z i Suws WL Sty
3 SUCCESS 2 2 5$5.69 0.1 59.79
ar SULCESS 2 - 0,68 °.1 Ll
10 SULCESS z kS 60.98 8.1 61,98
22 SUCCESS 2 2 62.45 w1 62.55
7 SUCCESS 2 2 631 m1 6.2
a7 SAMCLSS 2 2 66.04 @.1 66,14
23 SUCCESS 2 ! 67.83 [ 67.93
30 SUCCESS z 2 69,0 .1 69,15
° SUCLESS a 1 73.97 °.1 74.07
34 SNCESS 2 1 75.53 8.1 75.63
& SUCCESS 2 1 79.13 o.1 79.23
14 SULLESS ] 1 84,53 w1 w163
ELd UMCESS 2 L] 8669 e.1 86.99
au SLCESS 2 1 92.11 .1 92,31
»a SCCESS 2 @ 57.32 a1 a7.43
n SMCCLSS 2 1 99.62 @.1 .72
32 SUCCESS 2 1 1008.74 0.1 10084
13 SUCCESS 2 1 102,32 0.1 10242
11 SUCLESS 2 1 103.75 @.1 103.85
2 SUCCESS ] 1 18445 ®.1 18455
27 SUCCESS E] 1 104,65 0.1 104,75
1 SUCCESS 2 L] 185,67 L 105,77
15 MMCESS z 1 105.78 0.1 105.58
13 SUCLESS 2 i 106 8 106.1
36 SUCCESS 2 @ 106.33 8.1 1846.43
o SUCCESS 2 ° 107.03 197.12
s SUCCESS 2 1 10747 0.1 10757
4 SUCCESS 2 108.76 108,

Maximum Makespan : 108,86

Minimum Hakespan © 19,63

Average Time : 74

Throughput @ 0.36743542332430834

Average Resource Utiliation Ratio : 0.87)0775982707692

Utilization : 27.341
Load Balancing Using Cynamic Harmony Inspired Sisulated Amnealing Completed]

Fig. 6. 40 cloudlets at 3 VMs

Figure 5 depicts the outcome for case-1 with three
virtual machines and thirty cloudlets; in this, cloudlets.
ID 3 has the longest finish time of 79.4 seconds. Five
tests during this case resulted in a maximum makespan
of 79.4 seconds, the minimum in all five tests, whereas
the minimum makespan is 18.63 seconds. The highest
Resource Utilization is 20.748, ARUR is 0.83, and the
maximum throughput is 0.377.

Figure 6 depicts the outcome for case-1 with three
virtual machines and forty cloudlets. Cloudlet ID 4 has
the longest completion time, in this case, clocking in
at 108.86 seconds. However, the start time for every
cloudlet is 0.1 seconds. Five tests, in this case, resulted
in a maximum makespan of 108.86 seconds and a
minimum makespan of 19.63 seconds. The maximum
resource utilization is 27.34, and the maximum
throughput is 0.367.

<tenminated > TestLBMDHISA [lova Application] ChProgram Files\lavaljre 801 DT\binavaw.cxe (Oct 3, 2022, 42945 PM)
8 SUCCESS 2 @ 73.94 0.1 74.04
18 SUCCESS 2 2z 76.82 @a.1 76.92
9 SUCCESS 2 1 79.82 0.1 79.12
3z SUCCESS 2 E 81.35 2.1 81.46
e SUCLESS 2 2 84,6 8.1 4.7
£ SUCCESS 2 1 24,71 L 8481
7 SUCCESS 2 1 87.52 0.1 87.62
£ SUCCESS 2 1 88.97 8.1 88.17
@ SUCCESS 2 1 8887 0.1 88.97
n SUCCESS 2 a 89.52 a.1 89.62
39 SUCCESS 2 2 89.63 8.1 89.73
aa SUCCESS 2 2 80.82 2.1 89.92
3R SUCCESS 2 1 89.93 e.1 0.83
46 SUCCESS E 1 91.08 2.1 .18
43 SUCCESS 2 2 91.52 8.1 91.62
Py SUCLESS 2 2 93.11 8.1 93.21
7 SUCCESS 2 2 95.18 a1 9528
4 SUCCESS 2 2 95.57 8.1 95.67
5 SUCCESS 2 2 95.89 0.1 95.99
6 SUCCESS 2 2 97.92 0.1 98.082
13 SUCCESS 2 2 98,89 8.1 .19
26 SUCCESS 2 @ 121.97 e.1 122.07
16 SUCCESS 2 @ 125.84 a.1 135.94
14 SUCCESS 2 o 129,58 .1 12968
19 SUCCESS 2 a 144 82 8.1 144.12
45 SUCCESS 2 @ 144 .48 e.1 144.58
% SUCCESS 2 @ 152.4 8.1 152.5
33 SUCCESS 2 @ 154.6 8.1 154.7
3 SUCCESS 2 @ 155 8.1 155.1

Maxime Makespan @ 155.1

Minimum Makespan : 19.43

Average Execution Time : 81.65915333333333

Throughput : @.3223809765433126

Average Rescurce Utiliation Ratio : 0.7483436151372913

Resource Utilization : 26.357660201853474

Load Balancing Using Dynamic Harmony Inspired Simulated Annealing Completed!

Fig. 7. 50 cloudlets at 3 VMs
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Y ||| S,

Cloudlet 10 STATUS  Data center 0 WM ID Tine  Start Time  Finish Time
1 SUCCESS 1 3 5.66 .1 5.76
] SUCCESS 1 3 1.3 g1 12.3
8 SUCCESS 1 4 1.9 f.1 13
4 SUCCESS 1 3 15.04 0.1 15.14
b SUCCESS 1 3 15.15 0.1 5.5
1 SUCCESS 2 3 17.92 8.1 18.82
] SUCCESS 1 4 10,66 0.1 .76
9 SUCCESS 1 1 n1u 0.1 nn
1 SUCCESS 1 ] n.e 8.1 nn
] SUCCESS 1 4 n.U 0.1 0.0

Maxinue Makespan : 22.24

Mininum Makespan : 5.76

Average Execution Time : 16.471966666666067

Throughput : .4498537665097183

fverage Resource Utiliation Ratio : 8.5609340897573165

Resource Utilization : 7.451647231631644

Load Balancing Using Dynamic Harnony Inspired Simulated Annealing Completed!

Fig. 8. 10 cloudlets at 5 VMs

Figure 7 depicts the outcome for case-1 with three virtual
machines and fifty cloudlets. In this case, cloudlet ID 38
is successful at Datacenter ID 2 with no VM allocation
and took 155.1seconds to complete. Cloudlet ID 3 has
a start time of 0.1 seconds. It obtained a 155.1seconds
maximum makespan from five tests for three virtual
machines and fifty cloudlets. The maximum resource
usage is 26.357, ARUR is 0.74, and the maximum
throughput is 0.322.

2) Case 2: 5 Virtual Machines 10 to 50 cloudlet

azammzzaza (AT amasmaxaaa

Cloudlet ID  STATUS  Data center I WM ID Tine  Start Time  Finish Time
15 SUCCESS 2 2 5.49 B.1 5.59
13 SUCCESS 2 3 €.86 e.1 6.96
15 SUCCESS 2 2 7.8 a.1 7.38
18 SUCCESS 2 4 7.47 .1 1.57
9 SUCCESS 2 2 4.1 8.1 9.2
4 SUCCESS 3 1e.11 e.1 18.21
5 SUCCESS 2 4 18.22 8.1 18.32
1 SUCCESS 2 3 11.15 8.1 11.25
6 SUCCESS 2 4 14.11 8.1 4.1
12 SUCCESS 2 3 15.34 8.1 15.44
1 SUCCESS 2 4 1.75 8.1 17.85
] SUCCESS 2 3 19.65 8.1 19.75
7 SUCCESS 2 3 2.2 6.1 .3
14 SUCCESS 2 3 2.1 e.1 22.2
10 SUCCESS 2 3 22.98 8.1 23.08
2 SUCCESS 1 2 23.37 a.1 23.47
17 SUCCESS 2 4 4.6 e.1 4.7
16 SUCCESS 2 4 .96 8.1 25.86
3 SUCCESS 2 4 26.48 B.1 26.58
3 SUCCESS 2 4 6.54 8.1 784

Maximum Makespan : 27.04

Minimum Makespan : 5.59

Average Execution Time : 16.308441666666667

Throughput : @.739655012069705

Average Resource Utiliation Ratio : @.5442851718713788

Resource Utilization : 12.1366@0886660885

Load Balancing Using Dynamic Harmony Inspired Simuleted Annealing Completed!

Fig. 9. 20 cloudlets at S VMs
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<terminated > TestLBMDHISA [Java C\Program v, L8019 exe (0013, 2022 31941PM) |
6 SUCCESS H 4 13.1 8.1 13.
28 SUCCESS 2 2 14.69 0.1 14.79
18 SUCCESS 2 2 17.18 e.1 17.38
23 SUCCESS 2 a 19.21 8.1 19.31
24 SUCCESS 2 3 20.26 2.1 20.36
3 SUCCESS 2 a 23.31 2.1 23.41
9 SUCCESS 2 2 24.26 8.1 24.36
8 SUCCESS 2 4 24.61 8.1 24.71
1 SUCCESS H 4 25.13 8.1 5.23
16 SUCCESS 2 3 25.96 8.1 26.06
29 SUCCESS 2 4 26.07 9.1 26.17
27 SILCESS 2 3 26.83 8.1 26.73
21 SUCCESS 2 4 36.74 8.1 26.84
18 SUCCESS 2 2 27.81 8.1 27.n
26 SUCCESS 2 2 |8.73 e.1 28.83
7 SUCCESS 2 3 28.88 8.1 28.98
12 SUCCESS 2 2 .83 8.1 30.93
5 SUCCESS 2 4 . 8.1 .41
15 SUCCESS 2 3 11.99 8.1 3.9
2 SUCCESS 2 3 312,54 e.1 3264
14 SUCCESS 2 2 313,86 a.1 33.16
4 SUCCESS 2 3 i3n 8.1 3.1
17 SUCCESS 2 3 33.32 e.1 33,42
11 SUCCESS 2 a 33.69 9.1 33.79
F SUCCESS 2 4 5.6 0.1 35.16
@ SUCCESS 2 a 35.33 8.1 35.43
25 SUCCESS 2 3 35.85 8.1 35.95
2 SUCCESS 2 2 3t 8.1 37.2
19 SUCCESS 2 3 37.28 a.1 37.38

Maximum Makespan : 37.38

Minimum Makespan : 12.12

fverage Execution Time : 27.498222222222232

Throughput : @.8024823453884012

Average Resource Utiliation Ratio : @.5885262E57550466

Resource Utilization : 22.14708699743919

Load Balancing Using Dynamic Harsony Inspired Simulated Anncaling Completed!

Fig. 10. 30 cloudlets at S VMs

Figures 8 to 12 illustrate the outcome for case 2 with
Five Virtual machines with up to 50 cloudlets, similar
to case 1. These cloudlet ID are included as per their
state and finish time, wherever cloudlet IDs are sorted
as per minimum finish time and maximum makespan
in seconds. In this case, five independent tests were
conducted on every case, with just the shortest maximum
makespan findings in case 2. As a result of the presented
Dynamic Improved HISA load balancing approach,
certain performance indicators such as maximum
resource utilization, ARUR, minimum makespan, and
throughput have been included.

] 7

n SUCCESS 2 2 28.48 2.1 28.58
22 SUCCESS 2 4 29.34 e.1 29.44
1 SUCCESS 2 a 38.51 a.1 38.61
13 SUCCESS 2 4 32.37 a.1 32.47
(] SUCCESS 2 4 331.94 e.1 3a.e4
25 SUCCESS 2 2 35.55 a.1 35.65
9 SUCCESS 2 3 35.92 e.1 36.02
4 SUCCESS 2 2 36.16 e.1 36.26
7 SUCCESS 2 3 38.41 e.1 38.51
12 SUCCESS 2 3 44.04 a.1 a4.14
21 SUCCESS 2 3 44.15 8.1 44,25
15 SUCCESS 2 2 44.3 e.1 a4.4
i8 SUCCESS 2 3 44.41 a.1 44.51
k1] SUCCESS 2 3 46.34 8.1 46.44
28 SUCCESS 2 2 47,62 a.1 a7.72
5 SUCCESS 2 3 a7.73 e.1 47.83
24 SUCCESS 2 2 48,49 8.1 48.59
14 SUCCESS 2 3 48.67 8.1 48,77
29 SUCCESS 2 3 48.78 a.1 48.88
18 SUCCESS 2 2 49.04 a.1 49.14
13 SUCCESS 2 2 50.29 a.1 50.39
34 SUCCESS 2 3 53.73 a.1 53.83
17 SUCCESS 2 3 54.82 a.1 54.92
1 SUCCESS 2 3 55.92 0.1 56.02
16 SUCCESS 2 3 56.25 a.1 56.35
2 SUCCESS 2 3 56.73 e.1 56.83
32 SUCCESS 2 3 57.73 8.1 57.83
a5 SUCCESS 2 3 58.01 a.1 58.11
& SUCCESS 2 3 60.2 8.1 6.3

Maximm Makespan : 60.3

Minimm Makespan : 11.97

Average Execution Time : 38.58565416666666

Throughput : ©.6634830020112447

Average Resource Utiliation Ratio : @.4800644606671072

Resource Utilization : 25.61111034328346

Load Balancing Using Dynamic Harmony Inspired Simulated Annealing Completed!

Fig. 11. 40 cloudlets at S VMs
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<terminated > TestLEMDHISA [Java Application] C\Program Files\Java\jre1.8.0_191\bin\javaw.exe [Oct 3. 2022, 2:44:16 PM|
-] SUCCESS r a 49.28 8.1 4338
] SUCCESS 2 a 58.62 a.1 58.72
14 SUCCESS 2 3 52.54 a.1 52.64
5 SUCCESS 2 4 52.72 0.1 52.82
a9 SUCCESS 2 4 53.25 8.1 53.35
7 SUCCESS 2 3 33.36 e.1 53.46
a5 SUCCESS 2 3 53.47 a1 53.57
4z SUCCESS 2 4 53.71 8.1 53.81
n SUCCESS 2 3 54.2 8.1 54.3
29 SUCCESS 2 2 54.31 a.1 54.41
26 SUCCESS 2 4 54,31 8.1 54,41
45 SUCCESS 2 3 54.42 8.1 54.52
17 SUCCESS 2 4 54.72 a.1 54.82
a SUCCESS 2 3 55.85 0.1 55.95
a8 SUCCESS 2 4 56.78 8.1 56.88
a8 SUCCESS 2 4 57.29 8.1 57.39
15 SUCCESS 2 4 57.44 a.1 57.54
3 SUCCESS 2 2 59.4 8.1 58.5
a6 SUCCESS 2 2 6o.82 8.1 60.92
3a SUCCESS 2 2 61.14 a.1 61.24
31 SUCCESS 2 2 65.77 a.1 65.87
3 SUCCESS 2 2 71.68 0.1 71.78
43 SUCCESS 2 2 77.56 8.1 77.66
22 SUCCESS 2 2 77.97 e.1 77.87
19 SUCCESS 2 2 81.51 a1 81.61
39 SUCCESS 2 2 83.49 8.1 B3.59
28 SUCCESS 2 2 8366 8.1 B3.76
23 SUCCESS 2 2 B84.66 a.1 B4.76
8 SUCCESS 2 2 84.77 0.1 84.87

Maximum Makespan : 84.87

Minimum Makezpan @ 11.54

Average Execution Time : 51.36712066666667

Throughput : @.5891455818009083

Average Resource Utiliation Ratio : @._4946552712819023

Resource Utilization : 38.3216267487R0467

Load Balancing Using Dynamic Harmony Inspired Simulated Annealing Completed|

Fig. 12. 50 cloudlets at 5 VMs

Table 2 displays the various test outcomes of two cases
in a cloud computing operating context. It computed the
findings on various cloudlets sizes from 10 to 50 using
dynamic performance such as minimum and maximum
makespan, average execution time, throughput,
resources use, and ARUR. Table 2 shows that initially,

Tiwari, et al

the makespan is minimum at ten cloudlets, which is
28.87 seconds for 3 VMs in the first case. Makespan
increases as the number of cloudlets or tasks increases
and the highest makespan at 50 cloudlets are 155.1
seconds. Similarly, the makespan and avg. Execution
time results increase from 10 to 50 cloudlets for 5 VMs
in the second case, but case 2 makespan is less than case
1. This table shows that the throughput value is highest
at 20 cloudlets only among all cloudlets sizes, achieving
40% throughput in the first case. But when looking for
5 VMs in case 2, it achieved a higher throughput rate
compared to casel and maximum throughput achieved
at 30 cloudlets size by achieving 80 % throughput. Also,
it may be seen that Resource utilization is enhanced
as no. of cloudlets increases. Therefore, the highest
resource utilization value is 27.34 at 40 cloudlets in
case 1. Similarly, resource utilization is increased per
increment in cloudlets size for 5 VMs in the second
case, and its Resource utilization is higher than in the
first case, meaning cloudlets efficiently utilize their
available resources by properly allocating tasks and
achieving the highest Resource utilization of 30.32 at
50 cloudlets.

Table 2. Tests run for the proposed Dynamic Improved HISA-LB approach

Cases Cloudlets Maximum Minimum Average Throughput RU ARUR
size Makespan | Makespan Execution
Time
10 28.87 6.8 20.16 0.35 7.02 0.77
20 50.28 18.55 37.09 0.40 14.79 0.93
Case-l 30 79.4 18.63 54.82 0.38 20.75 0.83
40 108.86 19.63 74.31 0.37 27.34 0.87
50 155.1 29.43 81.66 0.32 26.36 0.74
10 22.24 5.76 16.47 0.45 7.45 0.56
20 27.04 5.59 16.31 0.74 12.14 0.54
Case-2 30 37.38 12.12 27.49 0.80 22.15 0.59
40 60.3 11.97 38.51 0.66 25.61 0.48
50 84.87 11.54 51.37 0.59 30.32 0.49
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Table 3. Comparison of two approaches for different Tests in both Cases

Cases | Approaches | Runs | Maximum | Minimum | Average | Throughput RU ARUR
Makespan | Makespan | Execution
Time

Test 1 28.87 6.8 20.16 0.35 7.02 0.77

Dynamic | _Test2 50.28 18.55 37.09 0.40 14.79 0.93
Improved | Test3 79.4 18.63 54.82 0.38 20.75 0.83
HISA-LB | Test 4 108.86 19.63 74.31 0.37 27.34 0.87

Test 5 155.1 29.43 81.66 0.32 26.36 0.74

Case-1 Test 1 54.1 4.27 24.04 0.185 4.46 0.604
Test 2 107.8 13.38 49.22 0.186 9.15 0.565

LBMPSO | Test3 155.26 13.81 69.16 0.193 13.38 0.553

Test 4 208.63 23.54 92.18 0.192 17.69 0.539

Test 5 246.82 24.47 102.41 0.203 20.77 0.541

Test 1 22.24 5.76 16.47 0.45 7.45 0.56

Dynamic | _Test2 27.04 5.59 16.31 0.74 12.14 0.54
Improved | Test3 37.38 12.12 27.49 0.80 22.15 0.59
HISA-LB [ Tegt 4 60.3 11.97 38.51 0.66 25.61 0.48

Test 5 84.87 11.54 51.37 0.59 30.32 0.49

Case-2 Test 1 27.4 4.44 14.03 0.365 5.16 0.702
LBMPSO | Test2 100.1 4.93 37.21 0.199 7.46 0.328

Test 3 92.1 4.95 29.58 0.326 9.67 0.431

Test 4 128.83 6.74 40.56 0.310 12.63 0.404

Test 5 130.23 8.83 45.69 0.384 17.58 0.456

Table 3 displays the top five testing outcomes for both the
new dynamic improved HISA-load balancing approach
and the conventional LBMPSO approach in the cloud
operating environment for Cases 1 and 2. It compares
the outcomes of tests conducted on varying cloudlet
sizes of 10 to 50 regarding minimum and maximum
makespan, average execution time, throughput, average
resource use, and resource utilization for both cases. On
varied cloudlet sizes, the new dynamic improved HISA-
LB outperformed the LBMPSO technique in terms of
performance indicators.

Figure 19 depicts the comparative line graph between
the proposed dynamic improved HISA-LB approach
and the existing LBMPSO approach for 3 VMs and 5
VMs at 10 to 50 tasks in both cases, respectively. The
comparison is made to compare makespan and execution
time in both approaches for two cases. The makespan
comparison is for minimum and maximum makespan
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values measured in seconds. This comparison graph
shows that the maximum makespan is less significant as
the number of tasks increases compared to the existing
approach in case 1. Still, difference was less in case 2.

Makespan & Execution Time comparison

W Makopan = Vi Mataps == yvenge Ixeobon Time

in seconds
]

—— e ——
i —
Tiat Ted Test Tel Tast Fewd Temt Test Bt Tewt Tt Yo Temt Test Bed Wesd Test Tesd lewt Tend
14 % | 34 % |1 & 3 LI .
I yrommss Improved LEMFs0 by e [opeovod LEMEPSL
HISA-LI HISA-LIN

Cang- [ e

hr o bl

Fig. 13. Comparison line graph of Makespan and
execution time obtained for both cases
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Similarly, when looking at minimum makespan, it
was also minimized in minimum makespan using the
proposed approach. The makespan was very high at
test 5 with 50 cloudlets but lowest at test 1 with ten
cloudlets in both cases. Also, an average execution time
was minimized initially, but when the number of tasks
increases (or tests), it goes high at test 5 by the proposed
LB approach in both cases.

Throughput comparison

ok

r-.--l Tt Tt West Tesd Test Tt |a~1 bt h-l l-u Tean Test Tiesd Tesd Test el Hesd Tisd Tiesd
-4 5 |12 2 3 4 0 3 2 4 F
D [ayproved Dvasese legpecial LEMPSO
ifsa-A0n Hiaa-1n
L Ll

[FHERETTN

erl"\h

Ho o ks (Tosl camon))

& Thrnghimi

Fig. 14. Comparison bar graph of throughput obtained
for both cases

Figure 14 depicts the comparative throughput graph for
both cases, including the proposed Dynamic improved
HISA-LB and existing LBMPSO approaches. This bar
graph comparison shows that throughput has several
variations as the number of tasks increases in each case.
Here a total of 5 tests have been experimented with,
and the highest throughput is 0.40 at 20 cloudlets by
the proposed Dynamic improved HISA-LB approach
in case-1. In contrast, the existing LBMPSO approach
achieved throughput between 0.18 to 0.20 for all five
tests that were minimal compared to the proposed
approach. Similarly, the proposed dynamic improved
HISA-LB approach achieved the highest throughput at
test 3 (cloudlets 30) in case 2 than the existing LBMPSO
approach.

Figure 15 depicts the resource utilization and ARUR in
cases 1 and 2 between the proposed Dynamic improved
HISA-LB approach and the existing LBMPSO
approach. From this comparison, we can compare
that the proposed approach achieved higher resource
utilization than the existing LBMPSO approach.
Based on this discovery, it has been shown via analysis
that a rise in the number of tasks results in a rise in
resource use for both methodologies. Nevertheless,
when employing the old LBMPSO technique, the
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resource consumption will rise no matter the number
of virtual machines used since it will always be related
to the number of processes. But the proposed approach
achieved high resource utilization and ARUR compared
to the existing approach at test 4 (cloudlets 40) in case 1
and 5 (cloudlets 50) in case 2.

Resource utilization comparison

-:
"' 3

P, ol Tkt

: - 2

Fig. 15. Comparison bar graph of resource utilization and
ARUR obtained for both cases

CONCLUSION

CC is a broad concept that enables consumers and
corporations to obtain services depending on their needs.
Among the model’s services are storage, deployment
platforms, and simple access to web services. LB is a
common issue in the cloud that makes it challenging
to maintain application speeds consistent with QoS
measurements and SLA necessary documentation
by cloud providers to businesses. Cloud companies
struggle to share server burdens evenly. Employing the
resources of virtual machines (VMs) effectively should
optimize and assure high user satisfaction for an effective
load-balancing strategy. This study presents a new load
balancing technique called dynamic improved HISA-
LB, premised on improved HIA and SA optimization
methods in a static, dynamic, and nature-inspired cloud
infrastructure to address the data center Response Time
as well as overall performance. Changing HMCR,
PAR, and fret width enhanced the harmonic-inspired
algorithm’s improvisation in the harmony memory
phase. Several tests using the CloudSim simulator and
various performance metrics have been conducted.
The results of this research indicate that the dynamic
improved HISA-LB technique minimizes the maximal
and minimal makespan time by reducing the average
execution time compared to the LBMPSO strategy.
Besides, resource utilization and throughput were
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higher than the LBMPSO technique in both cases. This
way, the load is balanced by dynamic task allocation at
3 or 5 virtual machines.

The algorithm may, at some point in the not-too-
distant future, be adapted for use on a supercomputer.
The scheduling may be done online with the help of
preemption, which results in improved utilization
and increases revenues. The model that is now being
proposed may be enhanced with the inclusion of a
variety of price structures that correspond to the various
working hours, such as the “peak time”.
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ABSTRACT

The advent of digital image manipulation software has made it easier to create forged images, which can be used to
deceive or mislead people. This has led to an increasing need for effective image forgery detection techniques. In
this research work, we aim to develop a robust and efficient image forgery detection system using machine learning
(ML) and deep learning (DL) techniques. We begin by collecting a diverse dataset of forged images, consisting
of various types of forgeries, such as copy-move, splicing, and inpainting. We then use this dataset to train and
test several ML and DL algorithms, including convolutional neural networks (CNNs), support vector machines

(SVMs), and random forests (RFs), to compare their performance in detecting different types of forgeries.

KEYWORDS : Machine learning, Deep learning.

INTRODUCTION

mage forgery detection is an important task in
Ithe field of digital forensics, aiming to identify

manipulated or tampered images. With the rise of
sophisticated image editing software, it has become
increasingly challenging to detect such forgeries using
traditional methods. As a result, researchers have turned
to machine learning and deep learning techniques to
develop more robust and accurate solutions. Machine
learning and deep learning techniques leverage the
power of artificial intelligence to automatically learn
patterns and features from large datasets. These
methods have shown great potential in various domains,
including image analysis and computer vision. By
applying these techniques to image forgery detection,
researchers have made significant advancements in
detecting various types of image manipulations. One of
the fundamental approaches in image forgery detection
is based on analyzing image inconsistencies, such as
abrupt changes in lighting, texture, or noise patterns.
Machine learning algorithms can be trained to recognize
these inconsistencies by learning from a large dataset
of authentic and manipulated images. These algorithms
can extract meaningful features from the images and use
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them to classify whether an image is genuine or forged.
Deep learning techniques, particularly convolutional
neural networks (CNNs), have emerged as powerful
tools in image forgery detection. CNNs are designed to
mimic the human visual system by learning hierarchical
representations of images. They can automatically learn
complex features and spatial relationships, enabling
them to effectively detect forgery artifacts in images.
Several specific techniques have been developed using
machine learning and deep learning for different types
of image forgery detection. Some of these include copy-
move forgery detection, where a region of an image is
copied and pasted onto another location, and splicing
forgery detection, where parts of different images are
combined to create a new image. Other techniques
focus on detecting image retouching, object removal,
or image tampering in the frequency or spatial domains.

The success of machine learning and deep learning-
based image forgery detection heavily relies on the
availability of large and diverse training datasets.
These datasets should include authentic images along
with a wide range of manipulated images to ensure the
algorithms can learn the subtle differences between
them. Researchers continuously work on collecting and
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curating such datasets to improve the performance of
their models.

Background and Motivation

In today’s digital age, the manipulation and tampering
of images have become widespread, posing significant
challenges in various domains, including journalism,
law enforcement, and digital forensics. With the advent
of powerful image editing software and the ease of
sharing images on digital platforms, it has become
increasingly difficult to distinguish between genuine
and manipulated images. This has created a pressing
need for effective image forgery detection techniques.
Traditional methods of image forgery detection, such
as manual inspection and pixel-level analysis, have
proven to be time consuming, subjective, and limited
in their ability to detect sophisticated forgeries. This
has prompted researchers to explore the potential of
machine learning and deep learning techniques, which
can automatically learn patterns and features from
large datasets, to address this issue. Machine learning
techniques provide a systematic approach to analyze
and classify images based on extracted features. By
training models on a diverse dataset of authentic and
manipulated images, these techniques can learn the
intricate differences between them. With the ability
to automatically extract relevant features, machine
learning algorithms can detect inconsistencies in
lighting, texture, noise patterns, and other characteristics
that indicate image forgery.

Deep learning, a subset of machine learning, has
gained significant attention in recent years due to
its remarkable performance in image analysis tasks.
Convolutional Neural Networks (CNNs), in particular,
have proven to be highly effective in capturing complex
spatial relationships and features from images. The
hierarchical architecture of CNNs enables them to learn
progressively more abstract representations, making
them well suited for detecting image forgery artifacts
that may be subtle and challenging to identify with
traditional methods.

Image forgery techniques

Image forgery techniques involve manipulating or
altering digital images to deceive viewers or convey
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false information. Here are some common image forgery
techniques and corresponding detection methods:

1. Copy-Move Forgery Detection:

Copy-move forgery involves copying a portion of
an image and pasting it onto another area, often to
conceal or duplicate objects. Detection methods for this
technique include:

- Block-based methods: Analyzing the image in
small overlapping blocks to identify duplicated
regions with similar patterns.

- Keypoint-based methods: Extracting keypoints
from the image and comparing their descriptors to
identify similar regions.

- Tampering consistency check: Examining
inconsistencies in the image’s statistical properties
(e.g., noise distribution) to identify forged regions.

2. Splicing Forgery Detection:

Splicing forgery refers to combining two or more
separate images to create a single composite image.
Detection methods for this technique include:

- Forgery detection based on sensor pattern noise:
Analyzing the unique noise patterns introduced by
camera sensors to identify inconsistencies between
different regions.

- Illumination inconsistency analysis: Examining
variations in lighting conditions or shadows to
detect spliced regions.

- Color-based analysis: Comparing color histograms
or examining abrupt changes in color properties to
identify spliced areas.

3. Image Retouching Forgery Detection:

Image retouching forgery involves manipulating an
image to remove or modify specific objects or features.
Detection methods for this technique include:

- Blur inconsistency  analysis: Examining
inconsistencies in blur levels across different
regions of the image to identify retouched areas.

- Edge-based analysis: Detecting abrupt changes or
inconsistencies in edge structures that may indicate

retouching.
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- Noise analysis: Analyzing statistical properties of highlights challenges and future directions for research

noise or artifacts introduced during retouching to
identify manipulated regions.

4. Frequency Domain Tampering Detection:

Frequency domain tampering involves altering the
image by modifying its frequency content using
techniques like Fourier transform. Detection methods
for this technique include:

- High-passfilteranalysis: Examining high-frequency
components of the image to detect inconsistencies
or artifacts introduced by tampering.

- Phase correlation: Comparing the phase information
of different frequency components to identify
tampered regions.

- Discrete Cosine Transform (DCT) analysis:

Analyzing the DCT coefficients to detect
inconsistencies or modifications introduced by
tampering.

5. Spatial Domain Tampering Detection:

Spatial domain tampering involves directly modifying
the pixel values or spatial characteristics of the image.
Detection methods for this technique include:

- Error level analysis: Comparing the compression
artifacts or inconsistencies in error levels across
different regions to identify tampered areas.

- Histogram analysis: Analyzing histograms or
pixel value distributions to detect anomalies or
modifications.

- Noise inconsistency analysis: Examining variations
in noise patterns or statistical properties within the
image to identify tampered regions.

These are just some examples of forgery detection
methods for various image manipulation techniques.
It’s important to note that detection accuracy can vary
based on the sophistication of the forgery and the
available resources.

LITERATURE SURVEY

This survey paper provides an extensive review of deep
learning-based image forgery detection techniques. It
discusses various deep learning architectures, datasets,
and evaluation metrics used in the field. The paper also
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in this area.[1]

This paper proposes a deep convolutional neural
network (CNN) for detecting image splicing forgeries.
The network is trained to extract discriminative features
from spliced images and achieve high detection accuracy.
Experimental results demonstrate the effectiveness of
the proposed approach.[2]

This paper presents a method for localizing image
forgery through the analysis of Color Filter Array
(CFA) artifacts. By analyzing the inconsistencies in the
CFA patterns, the proposed method can identify regions
that have undergone manipulation. Experimental
results demonstrate the effectiveness of the approach in
localizing forged regions.[3]

This paper proposes a multi-task learning framework
for simultaneously detecting and localizing image
forgeries. The network is trained to perform two tasks:
classification of authentic/forged patches and regression
of forgery localization maps. The results show improved
performance in both forgery detection and localization
compared to single-task approaches.[4]

This paper introduces a multi-scale convolutional
neural network (CNN) for image splicing detection. The
network processes the input image at multiple scales to
capture both local and global information. Experimental
results demonstrate the effectiveness of the proposed
method in detecting image splicing forgeries.[5]

This paper presents an approach for localizing image
splicing forgeries based on block-grained analysis
of JPEG artifacts. The proposed method exploits
inconsistencies in the JPEG compression artifacts
caused by splicing to identify the manipulated regions.
Experimental results show the effectiveness of the
approach in accurately localizing spliced regions.[6]

CONCLUSION

The conclusion summarizes the key findings of the
survey paper. It highlights the advancements made in
image forgery detection using machine learning and
deep learning techniques and emphasizes the importance
of further research to address existing challenges and
improve the overall performance of forgery detection

systems.
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FUTURE SCOPE

The future scope for as image forgery techniques
evolve, so do adversarial attacks aimed at deceiving
forgery detection algorithms. Future research should
focus on developing forgery detection models that are
robust against adversarial attacks. Techniques such as
adversarial training, defensive distillation, and robust
optimization can be explored to enhance the resilience
of the models and ensure their reliability in real-world
scenarios.
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ABSTRACT

Internet of Vehicles (IoV) is a network of connected vehicles that enables real-time data exchange and
communication, while Metaverse is a virtual world that enables users to interact with each other and with virtual
objects in a shared environment. The integration of IoV with Metraverse has the potential to revolutionize the
automotive industry and create new opportunities for innovation and collaboration.

This paper provides a comprehensive overview of the metaverse and Internet of Vehicles (IoV), alongside it
explores the integrative possibilities and challenges in amalgamation of IoV with Metaverse. It also delves into the

future possible attacks on MetaloV.

KEYWORDS : Internet of vehicles (IoV), Metaverse, MetaloV issues, MetaloV attacks, Security

INTRODUCTION

ny sufficiently advanced technology is
Aindistinguishable from magic. is the third of

Arthur C Clarke’s famous three laws which
really makes sense in the concept of Metaverse with
IoV. It seems like magic to imagine that a car sense
some fault in tyre and informs a mechanic to look into
its parts and system through Metaverse and gets the
report of the analysis, then stops on its own and talks
to a garage mechanic to change the tyre meanwhile
you are discussing a business deal with a 3D Avatar of
someone sitting next to you talking to you like you are
present at that place and the car informs that the new
tyre is fixed and it is ready to move to the destination.
Isn’t it fascinating? Just like bumblebee of the movie
Transformers. Its all possible with IoV’s amalgamation
with Metaverse.

The metaverse encompasses a virtual environment that
enables real-time interaction among individuals and
digital objects. It combines the immersive experience of
virtual reality with the connectivity and data exchange
facilitated by the Internet of Things. This convergence
of technologies is seen as the evolution of the internet,
offering a shared, persistent, 3D virtual space where
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users can experience life in unique ways not possible in
the physical world. The metaverse is powered by Web3
technologies such as VR, AR, NFTs, and blockchain,
and it is influencing advancements in various industries,
including automotive.

In the realm of transportation, enhancing convenience,
safety, and user experience is paramount. The Internet of
Vehicles (IoV) has emerged as a solution by leveraging
historical knowledge and human experiences to optimize
performance. The [oV integrates internet connectivity
and communication technologies into vehicles, enabling
seamless communication and interaction between them.
This connectivity empowers vehicles to exchange data
and information, leading to improved transportation
experiences and capabilities.

The integration of the Metaverse (a virtual reality-
based digital universe) and the Internet of Vehicles
(IoV, a network of connected vehicles) opens up
numerous possibilities for innovative experiences and
applications. Here are a few potential examples of how
this integration could shape the way we interact with
transportation and virtual environments:

Virtual Test Drives: Instead of physically visiting a car
dealership, potential buyers could experience virtual
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test drives from the comfort of their homes. They could
explore virtual showrooms, customize their vehicle
options, and take simulated test drives in a realistic
virtual environment, all within the Metaverse.

Real-time Traffic Data: IoV technology enables
vehicles to communicate with each other and share real-
time traffic information. This data could be visualized
within the Metaverse, creating an immersive experience
where users can view live traffic conditions, plan routes,
and receive navigation assistance based on real-time
data.

Augmented Reality Navigation: Through the
integration of IoV and the Metaverse, augmented
reality (AR) could be used to enhance navigation.
Drivers could wear AR glasses or use smartphone apps
to overlay virtual navigation markers, street names, and
directions onto the real-world view, making it easier to
navigate unfamiliar areas.

Virtual Carpooling and Ride-Sharing: Within the
Metaverse, users could engage in virtual carpooling
and ride-sharing experiences. They could join virtual
communities where they share rides, split costs, and
interact with other users as they travel together in
a simulated vehicle environment, blurring the line
between virtual and physical transportation.

Virtual Car Maintenance and Repairs: With the
integration of IoV and the Metaverse, vehicle owners
could access virtual workshops and tutorials for
maintenance and repairs. They could virtually inspect
their vehicles, receive step-by-step instructions, and
even collaborate with virtual mechanics or technicians
to solve issues.

Virtual Traffic Simulations: Traffic planning and
simulations could be conducted within the Metaverse,
utilizing real-time data from IoV systems. City planners
and transportation authorities could model different
traffic scenarios, test infrastructure improvements, and
evaluate the impact of new policies before implementing
them in the real world.

Virtual Tourism and Travel Experiences: The
integration of the Metaverse and IoV could revolutionize
the travel industry. Users could embark on virtual
tours of different destinations, exploring realistic
virtual environments and interacting with simulated
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attractions. They could even “drive” through virtual
replicas of famous scenic routes, offering a unique
travel experience without leaving their homes.

Collaborative Design: The integration of loV and
Metaverse could enable collaborative design, where
designers and engineers can work together in a
virtual environment to design and test new vehicles
and technologies. This could be useful for reducing
development time and costs, improving collaboration,
and accelerating innovation.

User engagement: The integration of IoV and
Metaverse could enable new ways to engage with users,
such as through virtual showrooms, interactive product
demonstrations, and other immersive experiences. This
could be useful for marketing, customer engagement,
and other applications where user experience is
important.

Smart Traffic Management: The integration of oV and
Metaverse can enable smart traffic management, where
real-time traffic data is collected from IoV sensors and
used to optimize traffic flow in a virtual environment.
This can be useful for reducing congestion, improving
safety, and enhancing the overall driving experience.
For example, traffic lights in a virtual city can be
controlled based on real-time traffic data from IoV
sensors, resulting in smoother traffic flow and reduced
wait times for drivers.
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Figure 1. Working of MetaloV

In Figure 1, the oV data and Metaverse are connected
through an integration layer that allows them to
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exchange information and interact with each other.
The integration layer could be implemented using
APIs, middleware, or other technologies that enable
communication between the two systems.

The IoV data could include information about vehicles,
such as their location, speed, and status, while the
Metaverse could provide a virtual environment where
users can interact with each other and with virtual
objects. The User App could be a mobile or web
application that allows users to access both the oV data
and the Metaverse from a single interface.

The integration between the oV and Metaverse could
enable new use cases and applications. For example,
a user could use the User App to enter the Metaverse
and interact with virtual vehicles that are based on real-
world oV data. Alternatively, a user could use the User
App to monitor the status of their real-world vehicle
while also interacting with other users in the Metaverse.

Overall, the integration of IoV and Metaverse could
createnew opportunities forinnovation and collaboration
in the automotive and technology industries.

LITERATURE REVIEW

The term “Metaverse” gained significant popularity
after Facebook rebranded itself as Meta in October
2021 and committed to investing over $10 billion in the
concept. Not only Meta, but other major tech companies
such as Google, Microsoft, Nvidia, and Qualcomm are
also making substantial investments in the Metaverse.
McKinsey & Company has optimistically projected
that the Metaverse economy could reach a value of
$5 trillion by 2030, with e-commerce serving as the
primary driving force and gaming, entertainment,
education, and marketing emerging as crucial sectors
within the Metaverse ecosystem [1].

In the present day, the term “Metaverse” is utilized by
various companies to describe a wide array of enhanced
online environments. These can range from popular
online video games like Fortnite to emerging virtual
workplaces such as Microsoft’s Mesh or Meta’s Horizon
Workrooms, as well as virtual dressing rooms and
virtual operating rooms. Instead of being confined to a
single shared virtual space, the current rendition of the
Metaverse is taking the form of a multiverse, consisting
of multiple interconnected metaverses that have limited
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interoperability due to competition between companies
vying for prominence [1].

Preceding the acquisition, Nike strategically filed seven
trademark applications to facilitate the creation and
commercialization of virtual sneakers and apparel. In
a noteworthy collaboration, Nike joined forces with
Roblox to establish “Nikeland,” an immersive digital
world offering a unique interactive experience for avid
Nike followers. Within this virtual realm, enthusiasts
can engage in captivating games, forge connections with
like-minded individuals, and adorn their avatars with an
extensive range of meticulously designed virtual Nike
apparel [2].

Hyundai has introduced an innovative concept known
as ‘Metamobility,” aiming to spearhead a seamless
integration between smart devices and the metaverse.
This visionary approach seeks to extend the boundaries
of mobility into the realm of virtual reality (VR),
enabling individuals to transcend the constraints of
physical movement within the constraints of time and
space. Hyundai Motor envisions a future where robots
serve as a conduit between the real world and virtual
spaces, empowering users to effect changes within the
metaverse that seamlessly manifest in their physical
reality. By bridging these two realms, Hyundai is poised
to revolutionize the way we interact with and shape our
virtual and physical environments [3].

In the context of automotive applications, a thought-
provoking perspective on the utilization of the
metaverse revolves around the concept of Operational
Design Domain (ODD). The ODD delineates specific
conditions and geographic areas in which automated
vehicles are authorized to operate. By virtually mapping
out these designated domains well in advance, the
groundwork can be laid for seamless integration of the
metaverse with autonomous driving. While it may take
some time before drivers fully immerse themselves in
the metaverse experience, passengers could potentially
engage with the metaverse during their journeys even
before highly automated driving systems become
widespread and readily accessible [4].

The automotive industry has discovered an alternative
application of the metaverse that extends beyond the
confines of the vehicle itself. BMW’s implementation
of the Omniverse serves as an illustrative example of
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how manufacturers are harnessing the power of the
metaverse to establish a virtual environment dedicated
to the production of cars, rather than solely focusing
on the driver’s experience. This innovative approach
empowers original equipment manufacturers (OEMs)
to visualize their production lines and implement
efficiency enhancements or design modifications. By
simulating various scenarios within the Omniverse,
engineers can thoroughly evaluate and refine concepts
before implementing them in the physical realm,
thereby streamlining the production process and driving
continuous improvement [5].

In the city of Chennai, a pioneering company has
successfully developed and implemented a cutting-
edge virtual reality system aimed at providing medical
students with invaluable hands-on experience in diverse
medical procedures, all without direct interaction with
patients. By leveraging this advanced technology,
students are afforded the opportunity to engage in
realistic simulations that closely emulate real-world
scenarios, enabling them to enhance their skills and
proficiency before venturing into actual clinical practice.
This innovative solution serves as a transformative
tool in medical education, bridging the gap between
theoretical knowledge and practical application while
prioritizing patient safety and fostering a well-rounded
learning experience [6].

NVIDIA Drive Map is working on “Earth-scale digital
twin” [7]. To connect Metaverse to Internet of Vehicles
we will have to map every component of real world
with its Digital Twin. In future, every brand / product
will provide a unique ID to connect the devices to the
Metaverse. For example, if I purchase a handbag or a
watch in real world it will be available with my avatar
in the Metaverse. Now, for older objects, companies
may provide certain scanning devices which will take
parameters and attributes of the physical product and
provide one unique Digital ID to include that product
to the Metaverse.

In today’s scenario the connected cars have the Unique
ID as they are connected to internet, hence they can
easily be mapped to Metaverse and other older cars need
to be connected to the net and provided with Unique ID
to have a digital twin in the Metaverse.
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Figure 2. Metaverse and IoV Enablers

Digital twin avatars: The foundation of MetaloV lies
in the concept of Digital Twining, which goes beyond
existing on computer screens to encompass Al-powered
holograms or holographic images capable of performing
assigned tasks. This transformative technology enables
individuals, such as CEOs, to activate Al-powered
holograms of themselves, facilitating simultaneous
engagement with multiple stakeholder groups.

Professor Mehrabian’s research emphasizes three crucial
elements for effective face-to-face communication
of emotions and attitudes: nonverbal behavior (e.g.,
facial expressions), tone of voice, and the literal
meaning of spoken words. These elements play a
pivotal role in conveying liking or disliking towards
others. Incorporating facial expression identification
[8] into the creation of digital twins becomes essential
in accurately reflecting emotions and enabling
effective communication within the Metaverse. By
leveraging these advancements, people can interact and
communicate seamlessly within this virtual realm.

AR (Augmented Reality),VR (Virtual Reality), XR
(Extended Reality): Extended reality (XR) technology,
encompassing augmented reality (AR) and virtual
reality (VR), plays a crucial role in the realization of the
metaverse [9]. AR enhances the physical environment
by overlaying digital information, providing users with
an enriched real- world experience. VR, on the other
hand, immerses users in a simulated 3D environment,
replicating reality through headsets that occupy their
field of vision. Haptic technologies, such as gloves
and vests, further enhance the immersive nature of VR

interactions.
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AR, although less immersive than VR, allows users
to interact with their physical surroundings while
incorporating digital overlays. Examples of AR
include popular games like Pokémon Go and consumer
products like Google Glass and heads-up displays in car
windshields.

The integration of AR and VR technologies is pivotal
in the development of the metaverse, a digital space
enabling users to engage with one another and the
virtual environment in ways resembling real-world
experiences. These technologies offerunique capabilities
to create immersive and interactive encounters within
the metaverse, revolutionizing various aspects of
interaction, learning, entertainment, and collaboration.

Non-fungible tokens (NFTs) have emerged as a pivotal
element driving the utility and appeal of the metaverse.
These unique digital assets leverage blockchain
technology, similar to cryptocurrencies, to provide
secure ownership records. Unlike traditional currencies,
NFTs represent various forms of digital content,
including artwork, music, and virtual properties.
Owning an NFT grants individuals a digital deed or
proof of ownership, enabling them to participate in the
buying and selling of these assets within the metaverse,
thus enhancing its immersive and dynamic nature [10].

Blockchain technology assumes a critical dual role
within the metaverse, showcasing its indispensability.
Firstly, it serves as a decentralized data repository,
empowering users to securely store their information
across the metaverse. This ensures data integrity
and availability regardless of the virtual location.
Secondly, blockchain facilitates the establishment of
a comprehensive economic framework that links the
virtual realm of the metaverse with the physical world.
Notably, non-fungible tokens (NFTs) exemplify this
integration by enabling virtual assets to attain tangible
value, allowing users to trade virtual

items with the same fluidity as real-world transactions.

Thus, blockchain acts as a vital bridge between the
metaverse and reality, fostering seamless connectivity
and enabling a dynamic virtual economy [11].

Upcoming 6G wireless systems hold the potential to
deliver advanced computing, sensing, localization,
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and communication capabilities, fostering accelerated
transmission speeds that are vital for the metaverse. This
technological evolution enables participants to engage
in immersive experiences within various domains such
as gaming, education, entertainment, engineering,
and more, all with minimal latency. The enhanced
resources provided by 6G wireless systems pave the
way for seamless and immersive interactions within the
metaverse, ensuring an enriched user experience [12]
[13].

The Internet of Things (IoT) has emerged as a critical
component in the context of the Metaverse, facilitating
immersive and cyber-virtual experiences within mixed
reality environments. By harnessing the power of IoT,
the Metaverse can seamlessly integrate real-time data
from the physical world into the digital realm, enabling
users to interact with a rich and dynamic virtual
environment. The IoT serves as a bridge between the
experiential interface of users and the AR/VR-driven
virtual world, enhancing the overall engagement and
interactivity within the Metaverse [14].

Big Data: The advancement of automotive telematics
has led to the integration of modern vehicles with
heterogeneous radio access technologies, enabling them
to seamlessly communicate and exchange vast amounts
of information with their surrounding environment.
This increased connectivity and data exchange give rise
to massive datasets that require sophisticated handling
and analysis, which can be effectively accomplished
through the utilization of Big Data technology [15].

Artificial  Intelligence (AI) encompasses the
computational capabilities of machines to engage
in higher-level logical processes, such as problem-
solving, inference, generalization, and learning from
past experiences. In the context of the Metaverse, Al
plays a pivotal role, demanding rapid and sophisticated
processing power to support its various applications and
functionalities [16].

Web 3.0 represents the evolution of the internet into
a Semantic Web, characterized by its intelligent,
self-sustaining nature and open architecture. With
the integration of Al and machine learning, Web
3.0 acts as a “global brain,” capable of conceptually
and contextually interpreting content [17]. This
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transformative technology holds immense potential
for the convergence of the Internet of Vehicles (IoV)
and the Metaverse, offering unprecedented levels of
competence and capability.

REQUIREMENTS FOR METAVERSE AND
IOV INTEGRATION

The integration of IoV and Metaverse could be
technically complex, requiring the development of new
APIs, middleware, and other integration technologies.

API development: To integrate loV and Metaverse,
new APIs may need to be developed to enable
communication between the two systems. These APIs
would need to be designed to handle the specific data
formats and protocols used by each system, and would
need to be secure and reliable to ensure the integrity of
the data being exchanged.

Middleware Development: Middleware may be
required to facilitate the integration of IoV and
Metaverse. This could include message brokers, data
transformation tools, and other middleware components
that enable data to be exchanged between the two
systems.

Data Integration: The integration of loV and Metaverse
would require the integration of different types of data,
such as vehicle data, user data, and virtual environment
data. This could be challenging due to differences in
data formats, data structures, and data quality.

Performance Optimization: The integration of loV
and Metaverse could impact the performance of both
systems, as data is exchanged and processed between
them. This could require performance optimization
techniques, such as caching, load balancing, and other
optimization strategies to ensure that the integration
does not impact the user experience.

Testing and Debugging: The integration of oV
and Metaverse would require extensive testing and
debugging to ensure that the integration works as
expected and does not introduce new bugs or errors
into either system. This could be challenging due to the
complexity of the integration and the need to test across
multiple platforms and environments.

www.isteonline.in Vol. 46

Special Issue,

Suryawanshi, et al

End Users: Developers, Content
Creators, Businesses and
Consumers

Transactions; Crypto Currency
Tools: Displays, Sensors, Voice,
Neurals, Wearables, Gestures,
Brain-Computer Interface
Technology: Al Edge Computing,
Deep Learning, Blockchain, V.
AR, XR

Communication and Computing
Infrastucture: Cloud Storage,
Metworking,

Security and Privacy

Figure 3. Tools, technology and infrastructure for
MetaloV

PROBLEMS RELATED TO METAIOV
AND THEIR PROBABLE SOLUTIONS

Gadget/ tool weight (Heavy to use gadgets or devices)

Various companies are actively developing innovative
tools aimed at replacing smartphones as the primary
interface for accessing the future metaverse. One notable
example is Apple’s VR/AR headset, known as Vision
Pro, which introduces a feature called EyeSight. This
feature allows the wearer’s eyes to be visible to others,
creating a more natural and immersive interaction.
Additionally, Vision Pro enables users to experience
immersive video content that replicates the feeling of
physically being present in a specific location. Another
notable functionality is the integration of FaceTime,
where the Vision Pro headset scans the user’s face and
generates a realistic model that accurately represents
their movements and expressions during FaceTime
calls [18].

In addition to smartphone alternatives, the emergence
of Brain-Computer Interface (BCI) technology offers an
intriguing solution to reduce reliance on cumbersome
devices. BCI systems detect and interpret brain signals,
translating them into actionable commands that can be
transmitted to actuation devices for executing desired
actions. When integrated with automobiles, BCI has
the potential to enable individuals to control vehicles
directly using their thoughts, bypassing the need for
physical input devices [19].

Heavy Computing Power

To effectively utilize the Internet of Vehicles (IoV)
data within the Metaverse, substantial computational
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resources are essential. Intel has highlighted a significant
challenge in realizing ambitious metaverse goals,
emphasizing the inadequate processing power currently
available. The Metaverse demands a substantial
1,000-fold increase in computing capacity beyond the
existing collective capability, underscoring the need
for substantial advancements [20]. This is especially
critical when considering the integration of IoV with
the Metaverse.

Addressing the demanding computational requirements
inboththe MetaverseandloV necessitates acollaborative
approach involving multiple stakeholders. Technology
companies, infrastructure providers, and policymakers
must join forces to tackle this challenge. Furthermore,
progress in artificial intelligence, virtual reality, and
network infrastructure will be pivotal in shaping the
future of computing power within the Metaverse.

Data Hacking, Integrity

In the amalgamation of the Metaverse and oV, data
hacking refers to unauthorized access, manipulation, or
theft of data within virtual environments and connected
vehicles. It involves exploiting vulnerabilities in the
systems, networks, or applications to gain unauthorized
access to sensitive information or control over virtual
assets and vehicles. Data hacking poses risks such as
privacy breaches, identity theft, financial fraud, and
compromised safety.[22]

Data integrity, in the context of Metaverse and loV
amalgamation, refers to the trustworthiness and
accuracy of data within virtual environments and
connected vehicles. Maintaining data integrity ensures
that information is not tampered with or modified
maliciously, preserving the reliability and consistency
of the data. Breaches in data integrity can lead to
altered information, misleading virtual experiences,
compromised safety measures, and potential accidents.
[22].

It is required to implement strong encryption, secure
authentication mechanisms, and access controls to
protect data from unauthorized access. Regular security
audits, vulnerability assessments, and penetration testing
can help identify and address potential vulnerabilities.
Another way is to Utilize secure communication
protocols, such as Transport Layer Security (TLS),
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multi-factor authentication to ensure the confidentiality
and integrity of data.

Cyber-Syndrome  (Internet  Addiction  Disorder
or Problematic Internet Use) Cyber-Syndrome, a
multifaceted condition, arises from the excessive and
prolonged use of the Internet, impacting individuals
physically, socially, and mentally [21]. Moreover,
research highlights the potential negative societal
implications of Second Life users, attributed to its
addictive nature [24]. It is crucial to address the needs of
individuals with physical disabilities, such as deafness
or blindness, by developing inclusive technologies
that ensure accessibility and equal participation [25].
Recognizing these challenges, it becomes imperative
to promote responsible Internet usage, foster digital
well-being, and strive for universal accessibility in the
Metaverse and loV amalgamation.

It is required to Increase awareness about the potential
risks and consequences of excessive internet use.
Therapy, counseling, or support groups can assist
in addressing underlying issues, improving coping
mechanisms, and developing healthier habits. Similarly,
encourage periodic digital detoxes or internet breaks to
reset and recharge. This involves taking a break from
electronic devices and engaging in offline activities
such as exercise, hobbies, spending time with loved
ones, and practicing mindfulness.

Hyper Spatiotemporality

It refers to a unique characteristic of the Metaverse,
distinguishing it from the physical world. Unlike
our reality, which is bound by spatial limitations and
irreversible time, the Metaverse transcends these
constraints. Through the convergence of various
technologies, it enables users to navigate across
different points in time, accessing past events and
even envisioning future scenarios. This extraordinary
feature of the Metaverse is made possible by leveraging
advanced tools and techniques, granting individuals
unprecedented freedom to traverse temporal dimensions
within this immersive digital realm [23].

Standardization can help align spatial and temporal
representations, ensuring consistent experiences across
different virtual environments and connected vehicles.
Another solution can be accurately aligning virtual
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representations with real-world data, such as geolocation
and time stamps, to ensure seamless integration and
avoid conflicts or discrepancies.

Poor sensor/actuator performance

In tackling this challenge, researchers [23] have
suggested the application of Nanotechnology as a
promising avenue for improving the capabilities
of sensors and actuators in the Metaverse context.
By leveraging nanomaterials such as graphene and
nanowires, it becomes possible to achieve higher levels
of sensitivity, selectivity, faster response times, and
increased durability. This technological advancement
opens up new possibilities for enhancing sensing and
communication capabilities within the Metaverse realm.

Intrusive and extensive data collection

The convergence of the Metaverse and IoV raises
concerns about intrusive data collection. Solutions
involve implementing data minimization practices,

Suryawanshi, et al

anonymizing collected data, and employing strong
security measures to protect user privacy while still
enabling personalized experiences.

Challenges in Data Rights and Ownership in the
Metaverse and loV Context

Data ownership and user rights in the Metaverse
and IoV require clear policies. Solutions include
establishing transparent data ownership frameworks,
ensuring informed user consent, and promoting fair
data practices to empower individuals with control over
their data.

Impossible loops possibility in Metaverse

Addressing the possibility of impossible loops in the
Metaverse requires careful design and implementation.
Solutions involve developing robust systems and
algorithms that prevent paradoxical or infinite loops
while maintaining the flexibility and creativity of the
virtual environment, ensuring stability and coherent
user experiences.

TYPES OF POSSIBLE ATTACKS ON METAIOV

Type of Risk Factor
Possible | Confidenti | Integrity [ Availa- | Authen- | Non- Description Severity
Attacks ality bility ticity Repu-
diation
Virtual Data High High High Medium | Medium | Unsanctioned access and | High
Breach disclosure of sensitive personal
data from the Metaverse and
IoV, compromising privacy and
leading to potential identity theft
and fraud.
Manipula- Medium High High High Medium | Deliberate tampering with virtual | Medium
tion of traffic systems, causing chaos,
Virtual traffic congestion, and potential
Traffic accidents within the IoV and
virtual environments of the
Metaverse.
Virtual High High High High High | Creation and use of counterfeit| High
Identity virtual identities to deceive
Spoofing individuals, commit fraud, g a i n
unauthorized access to sensitive
systems, and manipulate the IoV
and Metaverse interactionsf o r
malicious purposes.
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Metaverse Medium High High Medium | Medium | Widespread dissemination of | Medium
Malware malware within the Metaverse,
Outbreak affecting  connected  devices,
compromising user data, and
disrupting virtual experiences and
interactions with the ToV.
Virtual Medium Medium High High Medium | Unauthorized monitoring and | Medium
Surveillan gathering of sensitive information
ce from  virtual environments,
Exploitatio compromising user privacy and
n potentially  enabling targeted
attacks within the Metaverse and
IoV.
IoV High High High High High [ Exploitation of vulnerabilities | High
Manipulati in the IoV infrastructure,
on allowing unauthorized control
or manipulation of connected
vehicles, leading to accidents,
traffic disruptions, and potentially
physical harm.
Virtual High High High High High [ Engaging in fraudulent activities | High
Financial within the Metaverse’s virtual
Fraud economy and financial systems,
leading to significant monetary
losses, disruption of ~ economic
stability, and erosion of user trust
in virtual transactions.
Deepfake Medium Medium High High Medium | Creationand dissemination of | Medium
Attacks highly  convincing  deepfake
content within the Metaverse and
IoV, causing reputational damage,
misinformation, and potential
social and political unrest.
CONCLUSION data exchange between the vehicles and the Metaverse,

The Metaverse can be seamlessly integrated with
the Internet of Vehicles (IoV) through the utilization
of the concept of digital twinning, creating virtual
counterparts of vehicles and their associated systems,
which can then be connected to the Metaverse. This
allows for the gathering of data from the physical
vehicles, enabling the Metaverse to perform in- depth
analysis and prediction of performance outcomes and
potential issues. Furthermore, the Metaverse can also
be leveraged as a virtual testing ground for simulating
the behaviour of wvehicles in various scenarios.
Additionally, the integration with IoV platforms allows
for seamless communication, navigation, and real-time
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further enhancing the overall experience.

The integration of these technologies presents both
challenges and opportunities, and further research
and development are necessary to fully exploit their
potential. In future, researchers can combine different
models to generate high security, low complexity, and
high energy efficiency methods, that can be used for
real-time deployments for integrating Metaverse with
IoV.
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ABSTRACT

Wireless power transmission has emerged as a promising technology that caters to the evolving demands of science
and technology. Its potential applications span across various fields, including electronics, medical devices, and
industrial settings, making it a subject of extensive research worldwide. This comprehensive review paper examines
the historical development and classification of wireless power transmission, highlighting its diverse application
areas. A comparative analysis of different wireless power transmission methods is presented. By synthesizing
existing knowledge, this review sheds light on the advancements, challenges, and future directions in the domain
of wireless power transmission, offering valuable insights for researchers and practitioners alike.
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INTRODUCTION

ower Transfer has been used in the conventional
Pform of wires which usually have the problems

such as loose connections, overlapping of wires,
exposure of wires etc. Theseresultinloss of current which
also may be harmful if comes in contact. Additionally,
these wires cannot be laid down to transmit signals in
areas of high altitude or deep-sea beds. Thus, there is
an apt need for a new power transmission source that
can overcome the loose ends of conventional wiring.
This is found in Wireless Power Transmission (WPT).
WPT plays an enormous role in transmitting power
from one point to another through the vacuum medium
or atmosphere but without the use of cables or any other
material. WPT is in use in consumer electronic goods as
well as being increasingly developed for the automotive
industry to charge Electric Vehicle batteries. Wireless
electricity Transfer (WPT) has the potential to totally
transform the way electricity is transmitted, leading
to a paradigm change. Wireless Power Transfer is a
groundbreaking method for moving huge amounts of
energy from one place to another in the environment
without using traditional wires or any other material [2].
From being only theoretical ideas to being a standard
function on manufactured goods, particularly mobile
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phones and portable smart gadgets, wireless charging
has advanced [3]. New Generation mobile devices
were introduced in 2014 by tech giants, like Huawei
and Samsung. These appliances are equipped with
wireless charging capabilities. Several Tech Industries,
including Qualcomm, Evatran, WiTricity, and others,
have already created alternatives that can transfer power
via an acceptable gap of 150 to 300 mm.

RECENT TRENDS

Various technologies have evolved in the area of
activities of energy transmission. The use of wireless
energy transfer technology started in 1888 and the
technologies have been evolved since 1888. In end of
19 century inspired by Maxwell’s theory,Heinrich Hertz
showed convincing proofs by using his spark-gap radio
transmitter. In 1964, William C. Brown, a microwave
electronics expert, created a ‘“Helicopter model”
which was capable of receiving and using microwave
signals as direct current through an antenna array. Its
only drawback is that it can only transmit signals for a
distance of a few meters.

Another successful attempt in making a wireless
power transmitter was made by NASA in 1975. This
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transmitter was capable of transmitting signals of a
power of few kW over a range of 1.5 km. The signal
was transmitted with a total efficiency of 82%. Its only
drawback is that it needs a receiver antenna of area 24
m”2 and a reflector antenna of 28 m diameter to generate
the signal. In 2011, the evolution of wireless power
transmission took a drastic change with the invention of
wireless chargers for handsets. Wireless chargers have
a power transmitting efficiency of up to 70%. Samsung
was one of the first companies to incorporate wireless
charging in their phones. A better example is Xiaomi’s
mi air charger which can charge phones at a maximum
distance of 7 meters.

@ e o
| > ram T

>
) S

Fig. 1. Evolution of wireless
technologies

Wirsloss Phone Charger

power transmission

Fig. 2. Wireless power transmitter by NASA

One of the most successful WPT devices was developed
by a group of researchers led by Christopher Rodenbeck
in the SCOPE-M Project guided by the US government
Navy. In 2022, “SCOPE-M Project” was established
by the pentagon in order to supply electricity to the
military bases. Utilizing a microwave beam having
a frequency of a few GHz, the SCOPE-M project
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performed successfully. The researchers set up a sender
to transmit signals at Maryland and the receiver was set
up at Massachusetts. It used a square rectenna to convert
an x-band microwave beam to 1 kW of DC power at a
range of 1 km. It worked with a total efficiency of 60%
by beaming 1.6 kW over a target at 1km distance. The
frequency of 10- GHz was selected as it can be beamed
successfully with minimum losses in extreme weather
conditions, also it was harmless for animals and birds in
the region. It was the most significant microwave energy
beaming demonstration that has occurred in nearly 50
years. This tech is touted as the future of wireless energy
transfer and it can also be used for sending Microwave
Power Beams from Space to Earth.

Fig. 3. Xiaomi’s mi air charger

Qi (which transcends from a Chinese word simply
meaning energy) is one of the very first standards
developed by the Wireless energy Consortium,
primarily used for short-range charging in smartphones,
smartwatches, and devices of low power consumption.
Qi technology charges devices by simply placing them
on a compatible charging pad or mat.

Qi’s standard is based on the fundamentals of
Electromagnetic Induction which requires the charging
pad (transmitter) and the device(receiver) to remain in
proximity. Qi became very famous once it got introduced
in the markets in 2010. Companies that started utilizing
this standard for commercial purposes were Samsung,
LG, Philips, Toyota, Microsoft, and Sony. Qi has few
drawbacks which include heating of metal, alignment
of positions of coils. It can charge only one device at
a given time etc. Over time Qi became the most used
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and prime standard for wireless charging in consumer
electronics. However, there are several restrictions with
Qi technology and potential solutions are also worked
out. The capacity of this technology ranges from 5 to 15
W, which makes it suitable for charging small devices
like smartphones with ease. However, modifications
have to be made to increment its power from base 30
W to limit 60 W which will make it available for larger
devices (like laptops) to use. The limitations which resist
Qi to reach its full potential are heating, temperature
effect on energy transmission, and the need of aligning
the transmitter and receiver. In traditional wireless
charging systems, alignment between both the coils is
crucial for efficient power transfer. If the positions of
both the coils are mismatched the charging efficiency
may decrease, resulting in loss of power transfer or
slow charging altogether. To avoid any energy losses
users need to align their devices precisely with charging
pads.

Rezence developed by Alliance for Wireless Power
(A4WP) in 2012 works on the principle of magnetic
resonance. [t can charge multiple devices at a given time,
over longer distances, and provide higher power levels,
making it appropriate for charging devices with high
power consumption such as laptops and tabs. A device
based on Rezence technology is enough to power up
eight devices mid-range distance. Rezence technology
along with magnetic resonance uses Bluetooth facilities
to know crucial information like power requirements,
charging status, and safety protocols which provides
users with extra convenience. The A4WP’s Rezence
technology is for larger devices whereas Qi is popularly
known and used for charging smaller devices over
short-range distances. Rezence technology is trusted
by automobile companies like BMW enabling wireless
charging in their car models, IT service companies
like Fujitsu, tech companies like Dell, and electric and
electronic appliance companies like Panasonic.

Another industry consortium was Power Matters
Alliance, founded in 2012, which also utilized
magnetic inductive charging technology, similar to Qi.
PMA worked in favour of promoting WPT within the
automobile sector and popular industrial sites. Despite
being in top-notch competition with Qi, PMA gained
customers from major companies like Duracell, AT&T,
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Starbucks, and General Motors. Later on, in mid-2010s,
Power Matters Alliance and Alliance 4 Wireless Power
integrated to form the Air Fuel Alliance standard.

CLASSIFICATION OF WIRELESS
ENERGY TRANSFER

—
Supply
A

Fig. 4. Conventional wireless energy transfer

The conventional method of wireless power transmission
is illustrated in Fig. 4. The modern methodology of
transmitting energy without conventional use of wires
has been named as Wireless energy transmission.
Without the use of towers and transmission lines, a
wireless transmission transmits electricity from the
power plant to the user. Using induction coils, electrical
energy is transported wirelessly (WPT) over an air gap
from a power source to an electrical load. These coils
create an electromagnetic field that transmits energy
with complete galvanic separation from a charging
power house station to the portable device. At the
receiver end the energy from the electromagnetic field
is changed to energy for use. The two types of Wireless
Energy Transfer systems are far-field and near-field
WPT systems, respectively, as determined by the energy
transfer mechanism [1].

Far-Field Wireless Energy Transfer

Far-field wireless energy transfer is based on
electromagnetic radiation This technique uses radio
wave and electromagnetic wave transfer at a particular
frequency to transfer energy as radiation. Waves in this
technique are used as medium of transfer. It has two
examples which are microwave energy wireless transfer
and laser energy wireless transfer.

Microwave Energy Wireless Transfer

Microwave energy transmission is one of the ways
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to transmit energy far apart. Based on the techniques
used for sending this energy it has a number of uses. In
the technique which involves coinciding transmission
and reception satellite for enhancing the energy send
to the acceptor assures us high energy Transfer. This
technique also involves magnetron for conversion of
Ac to dc and then to microwave energy and again at
acceptor end this magnetron converts the microwave
energy to DC and then to Ac for use .This technique is
efficient in conversion of energy .The another technique
which is used for energy transmission between
spacecraft and Solar satellite involves components
like Dc-Rf converter, rectifier, low pass filter initiates
at central power station where DC power is converted
to transmissible waves of certain frequency and are
propagated in the space through transmitter then
acceptor device accepts those frequencies and low pass
filter cut-offs down some frequencies and then through
rectifier and DC filter energy gets changed to electrical
energy.

It is observed that this technique is only applicable
in space because microwave has bad effects on
environment of earth, these waves interfere the
communication gadgets .The aeronautical industry
use a technique for supply to the drone ships which
are without a crew .This technique uses microwave
gadgets capable of sending signals as waves containing
electrical energy through a specialized transmitter and
at the acceptor end the this wave containing electrical
energy is given to the load .This technique ensures
us with high transmission power and it does not get
affected by different weather conditions at the location
of supply far apart. It is observed that all the techniques
are not that much efficient and are highly prized due to
extensive use of acceptors.

Laser Energy Wireless transfer

The technique used in LPT is based on propagation of
concentrated unidirectional beam which is near infrared
in nature and this beam is received by an acceptor
situated at the location far away from the transmitter
used for sending the beam. At the acceptor end there
are specialized solar energy-based cells which convert
this unidirectional beam to electrical energy. At the
transmitter end a complex convergence system is used
to concentrate that beam and to send in the direction
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of the acceptor. Some specialized tracking devices are
also needed at the acceptor end. An Acceptor which
is familiar with properties of light beams converts the
energy content of the light beam to electrical energy.
Due to this it is helpful in charging the source of the
device containing the receiver. The main components
at the acceptor is the high performing rectifier which
makes the current stable and amplified. This rectifier
equipped model has low efficiency because it causes
power loss. It is observed that there are problems
with this technique of transmission. The proper set up
of specialized Tracking devices are needed to detect
the beam which makes it very complex while setting
up it for the process of transmission. The beam is
also vulnerable to bad weather conditions like heavy
rainfall, mist and highly concentrated beam is also
harmful for human kind. It is more efficient than
microwave energy wireless transfer because of better
contact between transmitter and acceptor than contact
between transmitter and acceptor in the microwave
energy transfer. It is assuring higher power transmission
than microwave energy transfer to the location of the
acceptor which is far apart. In the future there is a
chance of using LPT devices for illumination of light
on satellites revolving close to Earth during the time
of solar eclipse, lunar eclipse. There is also a chance
of launching this LPT device in the commercial market
when these devices will be successful.

Near -Field Wireless Energy Transfer

Near-Field wireless Energy Transfer is a concept of
energy transfer which involves several techniques for
transferring radiant energy through magnetic fields and
the basis of this energy transfer is integrated working
of two coils under the influence of magnetic field.
Magnetic field has higher attenuation than electric
field that is why it is used in short range. It is safer for
transmission of the energy or over short range as it is
non radiative. The principle of near field wireless power
transmission is based on the principle of a transformer. It
has two coils, primary and secondary. Source of voltage
which is alternating in nature is joined to first coil then
by the phenomena of electromagnetic induction results
in the generation of force which is electromotive. This
force is generated in the secondary coil, which results in
flow of changes in the second coil. The current source
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(D), amplitude (A) and frequency (f) is connected in the
primary coil and N1 is the number of turns or windings
in coils. As per the statements of Faraday’s law,
Electromotive Force will be generated in the second
coil, then flow of charge is induced in the second coil. €
= -N.S. dB/dt. In magnetic field induction is normal to
the surface through which the magnetic flux is passing
¢ = B - Negligible all the loss, the efficiency voltage on
output in the secondary coil is

Urmsn=kaV2-f-Nn-Bm-S

where K=coupling coefficient=Amplitudes of magnetic
flux density.

Near field WPT is classified in two types i.e., Inductive
Energy transfer and Capacitive Energy transfer. It is
based on laws of ampere and Faraday.

Inductive Energy transfer

Inductive Energy transfer is further differentiated into
two types i.e.,

1. Inductive conjugated wireless power transfer and

2. Magnetically conjugated resonance wireless power
transfer.

This system has two components, one is sender and
another acceptor. At the sender’s end there is a rectifier
of ac|dc nature which changes AC to DC or DC to AC.
The acceptor circuit receiving coil which has an ac/dc
inverter used to change DC to AC and regulator is used
to stabilize the voltage at output. There are factors which
affect IPT coupling coefficient. Coupling coefficient is
inversely proportional to distance between the sender
and receiver.

Inductive coupled wireless energy transfer

Frequently used technique for wireless power transfer.
This technology uses the magnetic field for transmission
of energy. Transmitter and receiver coil are coupled
together at short distances. This technology functions at
frequency at kilohertz and maximum distance is 40mm.
If the distance between the coil is increased from 2 cm
to for 10 cm, the coupling coefficient is decreased from
60% to 10% efficiency of energy transfer drops by 40%.
Coupling coefficient and efficiency of energy transfer
is upgraded by shape and size of coil and position of
transmitter and receiver. The advantage of this system
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is that very simple technology is used. Its work on
low frequency is safer for the human being as it is non
radiative. It is ideal in case of a shortly separated energy
transfer. The major disadvantage is that the coupling
coefficient for long distance is very low.

Magnetic conjugated resonance wireless power transfer

The basis of Magnetic conjugated resonance wireless
energy transfer is similar to IWPT. Frequency of
the operation of this technology is in the range
between a few kilowatts to ten megahertz. Energy
transmission range is about several meters Range of
power transmission is not affected by the surrounding
conditions. It used magnetic resonant coil instead of coil
with winding. The paper states that efficiency of energy
transmission depends upon the structure and of the coil
arranged and medium. Paper shows the three different
arrangements of a rectangular coil. Coil has dimensions
0f498x10.4x20.2 mm and turns contain 12 curves, self-
inductance is 212 pH. Rectangular coil is placed in
three different ways: the first coin is placed horizontal at
distance d; second one is slightly vertical to the original
position and third one is placed at a slightly inclined
angle. As we know, the coupling coefficient between the
two coils decreases with increasing distance. The value
of coupling coefficient decreases in the case of vertical
and horizontal engagement of the coils. Changing the
upright distance from 1.5 cm to 16 cm changes one
third of the coupling coefficient than the original one.
Horizontal distance of the coil is 200 mm, reducing the
couplings coefficient by 50%. The coupling coefficient
of the incline rectangular coil is changed from the
initial one. Its value has increased by 6%. The shape
of a coil also affects the wireless power transmission
considering the oval, square and pentagonal shape of
a coil is taken for the transmission and receiver coin.
Surface area of a coil is about 110 -120 mm? both the
coins have similar number of windings; 15 turns for oval
shape and 14 turns for pentagonal and square shape. It
is observed that the minimal value of electrical transfer
efficiency was generated in elongated circle shape coil
highest value software in a pentagonal shape. Coupling
coefficient of pentagonal shape coil has increased after
30%.

Capacitive Energy Transfer

Capacitive Energy Transfer works on ordinary
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transformers instead of using magnetic field for
transmission it uses electric field. It has two metal
or conductive material plates for transmission and
receiver. Ac voltage is applied to transmission, energy
is transferred through -electrostatic induction. This
technology is cheaper than other wireless power
transmission in short range and it’s portable than
Inductive power transfer. The major drawback about
this technology is it only works in very short range.

Comparative Analysis

Far field wireless power transfer is being compared
between two of its subclasses being: - microwave power
transmission and laser power transmission.

Table 1. Comparative Study of Factors of Far Field
Energy Transfer

Radiation

Parameters Microwave Energy Wireless Laser Energy Wireless
Transfer Transfer

Efficiency Less Efficient More efficient

Working Principle Based on Electromagnetic Using Uni-directional beam for

Power Supply

Effect of Weather Less vulnerable to different More vulnerable to different

Condition whether condition weather conditions

Effect of Atmospheric | Less effect of Atmospheric More effect of atmospheric

Absorption Absorption absorption

Specialized Gadgets | No Specialized gadgets used Complex Optics system for
directing beam and specialized

mechanisms for tracking

Applications

To supply power between
satellites and spacecrafis

LPT is used to illuminate
satellites closer to Earth

Near Field Wireless Power Transfer is being Compared
between three of its Subclasses being: - MCR WTP,

IWTP, CTP

Table 2. Comparison of different factors various Inductive
power transfer techniques

Types of Inductive Energy Transfer Techniques
Factors Magnetically Inductive Capacitive
Conjugated
Resonance
Frequency of More than others Moderate Moderate
(Operation
Loss in Hysteresis Nil Few
Loss of Eddy More than others Moderate Least
Current
Coefficient Of less than 0.25 More than 0.5 Almost Equal to 1
Coupling
Effectiveness in Moderate High Moderate
operation
Distance between Moderate Moderate Least
Transmitter and
Receiver
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Fig. 5. Efficiency of near field and far field energy transfer
with distance

The energy-transfer efficiency declines with expanding
distance, as shown in Figure 5. As can be observed,
the IWPT technology provides an efficiency that is
maximum in the short- distance range (between 68%
and 95%). A change in energy transfer technology is
necessary to increase the distance between the sender
and receiver, which reduces energy efficiency to 45—
65%. The far-field energy transfer technique yields
the lowest energy-transfer efficiency values, and these
values are significantly influenced by other factors,
such as the weather, the design of the transmitter and
receiver, the type of materials used to construct the
system’s various components, etc.

The method that employs the electric flux to transfer
electrical energy has the highest coupling coefficient
value, as displayed in Table 2, but the distance at which
this energy can be sent is also the shortest. The method
that transfers power using resonance frequency, on the
other hand, has a poorer transmission efficiency than the
Inductive Energy transfer while having the maximum
operational frequency values and no hysteresis losses.
Additionally, with the MCR WPT technology, the
considerable losses caused because of the rising eddy
currents lower the value of the evaluated efficiency.
Magnetically Conjugated Resonance could function at a
least signal frequency value, but it reduces the system’s
efficiency and lowers its Q factor. The frequency range
where a high efficiency can be attained has an ideal
value range of 5 to 20 MHz.

Wireless Energy Transfer Applications
WPT has found numerous applications in various

commercial aswellasnon-profitindustries offeringadded

August, 2023



Wireless Power Transmission: A Comprehensive Review

convenience and comfort to users. The applications of
Principles of Wireless Power Transmission in the field of
Electric vehicles bring a radical change in transportation
and commuting facilities avoiding the exhaustion of
fossil fuels and saving them for future generations.
Wireless charging pads embedded in parking spaces or
roads, allow EVs to charge while being parked or even
while driving. This technology can greatly enhance the
driving and charging experience of electric vehicles
and increase the adoption of the same in the future.
Wireless charging facilities in medical devices such
as neurotransmitters and pacemakers lessen the risk
of deteriorating health conditions of patients by ruling
out the factor of replacing batteries within the device.
WPT can be used to supply electricity in inaccessible
and remote areas where the development of substations
is difficult. Microwave or laser-based systems transmit
power over long distances without the need for physical
cables. The power can be received and converted into
usable electricity in the remote area. This process can
positively reduce the need for wires and substations and
is useful to power electric devices where interconnecting
wires are troublesome. WPT has revolutionized the
whole concept of traditional charging by enabling
wireless charging in various devices ranging from low
to high power consumption like smartphones, watches,
laptops, and tabs. Haier Group, in 2010 launched the
world’s first series of “tailless TV” without the use of
power, signal, and network lines. Along with-it wireless
technology proves to be a boon for fields like industrial
automation, robotics, unmanned aerial vehicles (UAV),
wireless sensor network (WSN), the Internet of Things
(IoT) wearable technology, and smart home systems.

Advantages of Wireless Energy Transfer

High power up to several kW can be transferred using
certain WPT technologies. It is viable to achieve higher
efficiency, around 90%, in certain wireless power
transfer technologies. These wireless power transfer
technologies are designed to transfer power without
generating eddy currents. Some wireless power transfer
technologies are suitable for charging mobile phones
and other small devices and utilize metal plates as the
transmitter and receiver, which can help reduce costs.
These technologies provide good galvanic isolation,
ensuring electrical separation between the power
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source and the receiving device. Wireless power
transfer technologies can also be applied to various
devices, ranging from small devices like phones to large
applications such as electric vehicles.

Drawbacks of Wireless Energy Transfer

Wireless energy transfer has moderate efficiency in
the short range of 70-80%. While transferring energy
from one location to another, the range varies from
centimeters to meters. It has low efficiency, less than
10% or 20%. These energy power transfers have short
transmission distances, usually up to a maximum of
100 mm and have significant losses in eddy current that
restrict the application area. Wireless energy transfer
has complex implementations required for certain
wireless power transfer technologies.

CONCLUSION

The chosen researchers have created and tested
numerous compensation approaches based on the data
reviewed in the above study to enhance the functioning
of wireless energy transfer systems utilizing a variety
of optimization methodologies. Despite the extensive
research in this field, Wireless Energy Transfer has
yet to reach its maximum potential in the context of
transferring energy, dimension/proportion of coil,
frequency and distance. This is due to the fact that
the latest-designed transmitter and receiver coils are
gigantic enough to accommodate them in commercial
devices. Additionally, the coils are not mobile as they
will occupy a massive surface within the working
area. To overcome the shortcomings, Wireless Energy
Transfer needs to be studied and applied in more depth
as this technology will be a driving force in the coming
decades.
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ABSTRACT

This paper discusses the importance of improving power factor for efficient electrical power usage and extended
electrical equipment lifespan. The implemented action plan is presented as an example, showcasing the reduction in
penalties for consumer consumption. This article discusses the importance of improving power factor in electrical
power usage, as well as the methods that can be used to achieve this. It presents data on energy consumption,
power factor, and the difference between kWH and kVAH for a period of fifteen months. The article also describes
an action plan that was implemented to improve the power factor, resulting in reduced penalties for consumers
and increased energy savings. The conclusion emphasizes the significance of improving power factor for efficient
energy usage, reduced costs, and extended equipment lifespan, and highlights several methods for achieving this
goal. The research concludes by highlighting the various methods available to improve power factor, including

installing power factor correction capacitors and upgrading electrical equipment.

KEYWORDS: APFC panel, Photovoltaic, Faults

INTRODUCTION

nergy efficient technology, which involves
E improving the power factor, is widely practiced in

the industrial and commercial sectors to maintain
power quality and increase energy savings monthly [1].
A reduction in the difference between kWH and kVAH
results in greater energy efficiency. The identification
gap in the last 6 months, with a rapid decrease in the
power factor and an increase in the difference between
kWH and kVAH, has resulted in penalties being paid
by consumers. Improving power factor is important for
ensuring efficient electrical power usage and reducing
energy costs [2]. Power factor is the ratio of active
power to apparent power in an AC circuit, and it reflects
how effectively electrical power is being used [3]. A low
power factor indicates that a portion of the electrical
power being supplied is not being utilized effectively
and is being wasted. There are several reasons why a
low power factor may occur in an electrical system.
One common reason is the presence of inductive loads,
such as electric motors, which consume reactive power.
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Reactive power is the power that is required to establish
and maintain a magnetic field in inductive devices.
Other reasons for a low power factor may include
undersized electrical equipment, long transmission
lines, and harmonics [4]. To improve the power factor
and make the system healthy,the following actions can
be taken: [5], [6].

1) Conduct a Power Factor Correction Study: A
power factor correction study can be conducted to
determine the cause of low power factor to analyses
the system and identify the causes of low power

factor.

2) Install Power Factor Correction Equipment: Based
on the findings of the power factor correction
study, the installation of power factor correction

equipment may be recommended.

Perform  Preventive  Maintenance: Regular
maintenance of electrical equipment such as
transformers, motors, and switch gear can help
to maintain a healthy power factor. Maintenance
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should be carried out at regular intervals to prevent
equipment failure and ensure the equipment is
operating efficiently.

4) Use Energy Efficient Equipment: Replacing old
equipment with new, energy-efficient equipment
can help to improve power factor. Newer equipment
is designed to operate more efficiently and often
has a higher power factor.

By taking these actions, it is possible to increase the
power factor and make the system healthy. This
can result in energy savings, reduced penalties, and
improved power quality.

EXPERIMENTAL METHODOLOGY

The given Table I provides a monthly analysis of
energy consumption, power factor, and the difference
between the energy consumed in kWH and kVAH for
11 months from January 2022 to November 2022. The
power factor ranges from 0.982 to 0.998, indicating
that there is a scope for improvement in power factor
to achieve greater efficiency. The energy consumption
varies between 545688 kWH in July to 911524 kWH
in February, with an average consumption of around
766385 kWHper month. The difference between kWH
and kVAH ranges from 1827 in February to 8144 in
September, with an average difference of around 4715
kWH per month. The monthly analysis can help to

Table I: Monthly KWH and KVAH Difference

Desali, et al

identify the areas where power factor correction can be
applied to improve the efficiency of the system. There
are several ways to improve power factor, including:

[3].

1. Installing power factor correction capacitors:
Capacitors are used to offset the inductive loads
in the electrical system, thereby improving power
factor.

2. Upgrading electrical equipment: Upgrading
electrical equipment such as motors, transformers,
and generators can improve power factor.

3. Reducing electrical load: Reducing the electrical
load on the system by turning off unnecessary
equipment or using more efficient equipment can
improve power factor.

Table II shows scenario of Automatic Power Factor
Corrector (APFC) bank. Following are the actions to
be taken.

1) To take all feeders data in (Amps): The first step
in improving power factor is to collect data on the
current and voltage of all feeders. This data will
help in calculating the apparent power (VA) and
the real power (W) of the system. By measuring
the current in amperes (A), we can determine how
much power is being used by each feeder [7].

Sr. No Month Energy Consumed in Energy Power factor Difference
kwh consumed in (KWH-KVAH)
1 Jan-22 608301 612788 0.993 4487
2 Feb-22 911524 913351 0.998 1827
3 Mar-22 781833 784973 0.996 3140
4 Apr-22 892604 897089 0.995 4485
5 May-22 866583 872082 0.994 5499
6 Jun-22 892604 897089 0.995 4485
7 Jul-22 545688 555633 0.982 9945
8 Aug-22 794426 800026 0.993 5600
9 Sep-22 788129 796273 0.990 8144
10 Oct-22 712263 719884 0.989 7621
11 Nov-22 655357 663317 0.988 7960
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2) Identify the causes of pfreduction: Once the current
data is collected, the next step is to identify the
causes of power factor reduction. Some common
causes of power factor reduction are: - Inductive
loads: Inductive loads, such as electric motors and
transformers, consume reactive power and reduce

the power factor of the system.

3) Identify the reason for the cause: After identifying
the cause of power factor reduction, the next
step is to determine the reason for the cause. For
example, if inductive loads are causing the power
factor reduction, it is important to identify which
specific equipment or feeders are responsible for
the inductive load. If harmonic distortion is causing
the reduction,it is important to determine which

equipment or devices are generating the harmonics
(8]

Action to increase the pf and make system healthy:
Once the causes of power factor reduction are
identified and the reasons for the cause are
determined, appropriate actions can be taken to
increase the power factor and make the system
healthy. Some common actions include: Installing
capacitors: It helps system to improve power factor
by supplying reactive power to offset the reactive
power consumed by inductive loads. Installing
capacitor bank of low current carrying capacity
to avoid manual operating operations. Conducting
regular maintenance: Regular maintenance of
equipment can ensure that they are operating at
maximum efficiency, reducing the amount of
reactive power consumed and improving the power
factor [9].

4)

Table II provides status and readings of different
capacitor panels in various locations. Here’s an
explanation of the columns:

1)
2)

Panel Name: Name or label of the capacitor panel.

Location: The location or place where the capacitor
panel is installed (e.g., Lab 1, Office 2, Dept 3,
etc.).
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Feeder no.: Feeder number associated with the
capacitor panel.

Capacity (kVAR): The rated capacity of the
capacitor panel in kilovolt-ampere reactive (kVAR).

3)

4)

5) Rated Current: The rated current for the capacitor

panel.

6) Actual Current: The actual current flowing through

the capacitor panel.

7) Status (R/Y/B): The status of the capacitor panel in
terms of the three phases - R (Red), Y (Yellow), B

(Blue).

Table II informs about the status and current readings
for each feeder within the capacitor panels in different
locations. It also includes notes on any faults or issues
identified with the panels or associated components.
Fig.1 shows detailed single line diagram for different
loads connected to capacitor banks.

Faults and Reasons for Power Factor Reduction:
[10]

1) Current increase than rated current-Efficiency
of capacitor bank decreased. A low impedance
failure and broken connector can cause such cause.
Generally, capacitors get overloaded due to order
of 5th and above harmonies, which reduces life of
capacitor bank. Majorly Variable Frequency Drives

generate harmonics.

2) Lower Current Rating-Capacitor Bank efficiency.

Dielectric fails within the capacitor.

3) Contactor/Reactor Failure-Over current causing

overheating, fluctuations in voltage, voltage
instability, aging, temperature rise.

4)
5)

Current rating zero-Reactors are not available.

Faulty Controller-Over voltage, Instability of
voltage, voltage fluctuation, and controller setting-
set incorrect.

6) Faulty Reactor-Harmonies due to nonlinear loads,

ferro resonance effect.
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Table II: Part I-APFC Bank Status

Desali, et al

Sr. Panel | Location | Feeder | Capacity | Rated | Actual Current Status

no | Name no. | (KVAR) [ Current| g Y B
2F1 100 147 160 | 0O 158 Reactor Faulty
3F1 100 159 | 161 | 160 Increase in current
3F2 50 82 83 82 Increase in current
3F3 50 79 80 80 Increase in current
4F1 50 79 80 81 Increase in current

1 | Capacitor Lab 1 4F2 50 74 30 81 30 I :
ncrease in current

Panel 1 4F3 50 79 80 | 80 Increase in current
4F4 50 79 81 80 Increase in current
5F1 25 35 36 | 35 Normally Working
5F2 25 36 36 35 | 35 Normally Working
5F3 25 34 34 | 35 Normally Working
2F1 100 147 0 0 0 Reactor not Available
3F1 100 0 Reactor not Available
3F2 25 0 Reactor not Available
3F3 25 0 0 0 Reactor not Available

. 4F1 50 74 79 80 | 81 Increase in current
2 | Capacitor | Lab2 4F2 50 78 | 80 | 80 Increase in current

Panel 2 4F3 50 80 81 80 Increase in current
4F4 25 0 0 0 Reactor not Available
5F1 25 35 35 | 35 Normally Working
5F2 25 36 34 | 35 | 35 Normally Working
SF3 25 34 | 35 | 35 Normally Working
2F1 100 147 155 | 156 | 156 Increase in current
3F1 100 155 | 155 | 156
3F2 50 77 | 77 | 78 Increase in current
3F3 50 76 | 77 | 76 Increase in current

) 4F1 50 74 78 | 79 | 78 Increase in current
3 | Capacitor | Lab3 -

Panel 3 4F2 50 78 | 78 | 79 Increase in current
4F3 50 77 | 78 | 77 Increase in current
4F4 50 79 80 | 80 Increase in current
5F1 25 33 | 34 | 34 Normally Working
5F2 25 36 33 | 34 | 33 Normally Working
5F3 25 34 | 34 | 34 Normally Working
5F1 25 35 | 36 | 36 Normally Working

4 | Capacitor [ Lab 4 S5F2 25 36 36 | 35 | 35 Normally Working

Panel 4 5F3 25 35 | 35 | 35 Normally Working

5F4 25 36 | 36 | 35 Normally Working
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Sr. Panel | Location | Feeder | Capacity | Rated | Actual Current Status
no | Name no. | (KVAR) | Current| p Y B
6F1 25 38 | 37 | 38 Increase in current
5 | Capacitor | Office 1 6F2 25 36 39 | 38 | 38 Increase in current
Panel 5 6F3 25 38 | 39 | 38 Increase in current
6F4 25 37 | 38 | 38 Increase in current
5F1 25 39 | 39 | 38 Increase in current
6 | Capacitor | Office 2 S5F2 25 37 | 39 | 38 Increase in current
Panel 6 5F3 25 36 38 | 38 | 38 Increase in current
5F4 25 39 | 39 | 39 Increase in current
5F5 25 38 | 39 | 39 Increase in current
S5F1 25 40 | 31 | 31 Increase in current
7 | Capacitor | Office 3 S5F2 25 41 32 | 41 Increase in current
Panel 7 5F3 25 36 42 | 38 | 42 Increase in current
5F4 25 41 | 39 | 42 Increase in current
SF5 25 41 39 | 42 Increase in current
4F3 25 39 | 40 | 39 Increase in current
8 | Capacitor [ Office 4 4F4 25 36 40 | 40 | 40 Increase in current
Panel 8 4F5 25 40 | 40 | 39 Increase in current
4F6 10 14.5 13 13 | 13 Normally Working
6F1 25 39 | 39 | 39 Increase in current
9 | Capacitor [ Office 5 6F2 25 36 39 | 39 | 39 Increase in current
Panel 9 6F3 25 39 [ 39 | 40 Increase in current
6F4 25 39 | 39 | 39 Increase in current
5F1 25 0 34 | 34 Contactor/reactor faulty
5F2 25 29 | 29 | 38 Normally Working
10 | Capacitor | Office 6 5F3 25 36 0 34 | 33 Contactor/reactor faulty
Panel 10 5F4 25 39 | 39 | 34 Normally Working
SF5 25 0 34 | 31 Contactor/reactor faulty
2F1 25 31 40 | 39 Increase in current
2F2 25 38 | 39 | 39 Increase in current
11 | Capacitor | Office7 | 2F3 25 36 0 0 0 Spare
Panel 11 2F4 25 39 | 40 | 39 Increase in current
2F5 25 0 32 | 33 Contactor/reactor faulty
2F6 25 0 0 0 Spare
5F3 25 36 39 | 39 | 38 Increase in current
12 | Capacitor | Office 8 5F4 25 40 | 42 | 41 Increase in current
Panel 12 5F5 10 14.5 13 | 13| 13 Normally Working
S5F6 25 36 39 | 39 | 38 Increase in current
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Sr. Panel | Location | Feeder | Capacity | Rated | Actual Current Status
no | Name no. | (KVAR) | Current| p Y B
S5F1 25 92 [35.1] 38 low current in one phase
S5F2 25 42 | 42 | 42 Increase in current
13 | Capacitor | Dept 1 5F3 25 36 93 143 ] 54 Decrease in current
Panel 13 5F4 25 41 | 41 | 42 Increase in current
S5F5 25 42 | 42 | 42 Increase in current
5F6 25 41 42 1349 Increase in current
6F1 25 36 | 38 | 37 Normally Working
6F2 25 39 | 25| 46 decrease in current
14 | Capacitor | Dept 2 6F3 25 36 0 0 0 MCCB Tripped
Panel 14 6F4 25 35 | 37 | 36 Normally Working
6F5 25 35 | 37 | 36 Normally Working
6F6 25 Spare
2F1 50 71 | 72 | 72 Normally Working
2F2 50 0 0 0 Controller faulty, manually operated
2F3 50 74
15 | Capacitor | Dept 3 2F4 50 72 | 73 | 72 Normally Working
Panel 15 3F1 50 71 71 71 Normally Working
3F2 50 72 | 72 | 72 Normally Working
4F1 100 147 144 | 146 | 146 Normally Working
2F1 50 72 | 72 | 71 Normally Working
2F2 25 0 0 0 Controller faulty, manually operated
2F3 25
16 | Capacitor | Dept 4 2F4 50 74 73 | 72 | 71 Normally Working
Panel 16 3F1 50 71 72 | 72 Normally Working
3F2 50 72 | 72 | 74 Normally Working
4F1 100 147 145 | 147 | 147 Normally Working
Total 3670
kVAR
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7) MCCB trips-Overloading, short circuits.

8) One of the phases current values is zero-Faulty
contactor/Reactors.  Over  current  causing
overheating, fluctuations in voltage, voltage

instability, aging, Temperature rise.

Photovoltaic System Connected to Grid Impacts on
Reduction of Power Factor

Photovoltaic system only generates and injects active
power by default and no reactive power. As generation
of solar increases, the active power consumption from
grid decreases, while the reactive power is constant.
The power factor of a system with PV generation can
decrease as the generation of solar increases, due to the
increase in the difference between kW and kVA values

[11].

Table III shows Impact on power factor with solar
generation. The impact of solar generation on power
factor is shown in the table, indicating as solar
generation increases in the afternoon, it decreases the
power factor. Active power consumed by the load,
while apparent power is the total power consumption
including both active and reactive power. In a grid
system, both active and reactive power are delivered

Table III: Impact on Power Factor with Solar Generation

Desai, et al

to the load. Reactive power is required to maintain the
voltage level in the system and to support the operation
of inductive loads, such as motors and transformers.
However, a PV system does not inject reactive power
into the system by default, and as a result, the reactive
power delivered to the load remains constant, while the
active power consumed from the grid decreases as the
generation of solar increases. As a result, the apparent
power consumed by the load decreases, while the active
power remains the same. This leads to an increase in the
difference between kW and kVA values, which in turn
reduces the power factor of the system. This decrease in
power factor can lead to several issues, such as increased
losses in the system, reduced voltage stability, and
increased penalties for low power factor. To overcome
this, PV systems can be equipped with reactive power
compensation equipment, such as capacitors or reactive
power inverters, which can inject reactive power into
the system and improve the power factor. Additionally,
the PV system can be designed to operate in such a way
that it injects both active and reactive power into the
system, which can further improve the power factor and
reduce the impact of the difference between kW and
kVA values [12].

Source Parameter Source Parameter
Sr.no Time Solar | Load | Solar | Load differ- | Source KW Grid KVAR PF
Power | (KW) | delive- | (KVA) ence Type delivered
(KW) red (KW- load %
Load KVAR)
%
12 17:00:32 | 22.93 | 1237 2 1245 8.7 Grid 1214 98 140.61 0.99
11 16:00:32 | 74.44 | 1085 7 1102 16.5 Grid 1011 93 175.18 0.98
10 15:00:34 | 119.72 | 1047 11 1066 19.2 Grid 927 89 -179.4 0.98
9 14:00:33 | 127.2 805 16 821 16.4 Grid 677 84 135.93 0.96
8 13:00:31 | 126.6 840 15 856.3 16.3 Grid 713 85 141.38 0.96
7 12:00:31 | 123.88 | 794 16 813.5 19.5 Grid 670 84 -149.9 0.97
6 11:00:30 | 127.31 | 883 14 906 22.7 Grid 756 86 173.29 0.97
5 10:00:34 | 125.78 | 1009 12 1023 14.3 Grid 883 88 -148.5 0.98
4 09:00:32 | 97.78 945 10 960.9 15.4 Grid 848 90 154.87 0.98
3 08:00:34 42.1 1003 4 1016 13.2 Grid 961 96 -155.2 0.99
2 07:00:33 3.07 1160 0 1168 8.2 Grid 1157 100 45.23 0.99
1 06:00:04 0 1052 0 1065 12.8 Grid 1052 100 160.78 0.99
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Weekly-off days Action Plan

In industrial and commercial settings, the loads are
typically not purely inductive, which means that the
power factor is not unity. This can lead to several
issues, including increased losses, reduced efficiency,
and higher energy bills. Capacitor banks are commonly
used to supply the required reactive power to the
system. During normal operation, the capacitor banks
operate automatically to maintain the power factor at
a desirable level. However, during off days or periods
of low current/minimum load, the capacitor banks
may not operate automatically. To address this issue,
it is necessary to install low kVAR capacitor banks
that can operate at low current levels. For example, a
minimum current of 20 amperes is required for a 25
kVAR bank. To ensure that the capacitor banks operate
efficiently and effectively, it is important to develop an
action plan that outlines the appropriate switching on
and off the banks based on the load current. This can
be done manually by monitoring the load current and
switching the banks on or off as required to maintain
the power factor at a desirable level. Capacitor banks
arean effective means of compensating for reactive
power absorbed by inductive loads and improving the
power factor of the system. However, to ensure efficient
operation, it is important to install low kVAR banks that

Desali, et al

can operate at low current levels and develop an action
plan for switching the banks on and off based on the
load current.

RESULT

To achieve a power factor of 0.999, it is necessary to
have capacitor banks for each feeder panel as well as
a centralized system. This can be further supported by
an integrated solar system to maintain the power factor
efficiently.

Table I V shows improvement in monthly kWH &
kVAH. I n October and November, power factor was at
0.989 and 0.988 respectively, with a kWH and kVAH
difference of 7621 and 7960 respectively. An action
plan was put in place to address the issue, by changing
the reactors and contactors, the power factor was
improved and reached 0.998 with a kWH and kVAH
difference of only 1461.This improvement in power
factor is significant reduction difference between kWH
and kVAH. The reduction in the difference between
kWH and kVAH ultimately leads to energy-efficient
technology. The execution of the action plan has resulted
in an improved power factor, thereby reducing penalties
for consumers, and contributing to maintaining power
quality while increasing energy savings on monthly
consumption.

Table IV: Monthly kWH and kVAH Difference Improvement

Sr. No | Month Energy Consumed in KWH Energy consumed in KVAH | Power factor | Difference (KWH-KVAH)
1 Jan-22 608301 612788 0.993 4487
2 Feb-22 911524 913351 0.998 1827
3 Mar-22 781833 784973 0.996 3140
4 Apr-22 892604 897089 0.995 4485
5 May-22 866583 872082 0.994 5499
6 Jun-22 892604 897089 0.995 4485
7 Jul-22 545688 555633 0.982 9945
8 Aug-22 794426 800026 0.993 5600
9 Sep-22 788129 796273 0.990 8144
10 Oct-22 712263 719884 0.989 7621
11 Nov-22 655357 663317 0.988 7960
12 Dec-22 692483 697906 0.992 5423
13 Jan-23 663989 665957 0.997 1968
14 Feb-23 531222 533757 0.996 2535
15 Mar-23 829253 830713 0.998 1461
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PF improvement status
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Fig. 2. Monthly representation status of power factor
improvement

Fig 2 illustrates the monthly improvements in the power
factor. Starting from August 2022, there was a consistent
decline in the power factor, reaching its lowest point of
0.988 in November 2022. However, the power factor
action plan was implemented in December, leading to
noticeable improvements. From month of December
onwards, there was a steady increase in the power
factor, ultimately reaching 0.998 in March 2023.

CONCLUSION

Improving power factor is crucial for efficient electrical
power usage, reduced energy costs, and extended
electrical equipment lifespan. When the power factor is
low, it results in an inefficient use of electrical power,
leading to higher energy consumption and increased
utility bills. Additionally, a low power factor puts a
strain on electrical equipment, reducing its lifespan
and increasing the risk of breakdowns and maintenance
costs. One effective approach is to install power factor
correction capacitors. These capacitors help offset the
reactive power in the electrical system, bringing the
power factor closer to unity (1.0). By compensating
for reactive power, power factor correction capacitors
reduce the overall power demand and improve the
efficiency of the system. Another method to improve
power factor is upgrading -electrical equipment.
Older equipment tends to have lower power factors,
so replacing or retrofitting them with more energy-
efficient models can significantly improve power factor
and energy efficiency. Upgraded equipment is designed
to operate more efficiently and maintain a higher power
factor, resulting in reduced energy consumption and cost
savings over time. By implementing energy conservation
measures, optimizing electrical system design, and
eliminating unnecessary or inefficient equipment, the
overall power demand can be reduced. Installing power
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factor correction capacitors, upgrading equipment, and
reducing the electrical load are effective methods to
achieve a higher power factor, By implementing these
measures, industries and organizations can optimize
their energy usage, reduce operational costs, and
enhance the overall reliability and performance of their
electrical systems.
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ABSTRACT

The increasing demand for environmentally friendly energy and the reduction of emissions have compelled car
manufacturers to explore cleaner modes of transportation. The market share of electric vehicles is growing rapidly
each year and is expected to continue this upward trend. This paper aims to investigate the energy management
systems strategies and various HESS typologies configurations used in existing literature. Inclusive a range of
approaches aimed at minimizing costs, weight, and energy consumption, while simultaneously maximizing
the range and reliability of electric vehicles. The paper explores the existing requirements for the widespread
acceptance of electric vehicles and provides a brief summary of hybrid energy storage consisting of battery, fuel
cell, super capacitor and flywheel. By doing so, the lifespan of the battery can be extended, and overall efficiency
and cost can be optimized. Challenges are also discussed.

KEYWORDS : Hybrid energy storage system, Energy management, Electric vehicle, Regenerative braking

INTRODUCTION
Electric vehicles (EV) have achieved significant

popularity as alternative to internal combustion

engine (ICE) vehicles. Currently, fossil fuels
acquired the transportation sector with a 94% share,
whereas electricity, bio-fuel, and natural gas represent
only 1%, 2%, and 3%. Within the transportation
sector, alternative technologies such as Plug-in Hybrid
Vehicles (PHEV), Fuel Cell Vehicles (FCV) and Pure
Electric Vehicles (PEV) are available, offering efficient
performance and power output [1]. Electric vehicles
are four times more efficient than ICE Vehicles [2].
The number of electric cars on the road in 2022 crossed
over 26 million marking a 60% increase compared to
2021 and more than a five times growth from 2018
[3].Huge adoption of electric vehicles (EV) benefits
the environment but storage system performance
and efficiency need improvement[5].These problems
affects a limited battery lifespan, expensive costs,more
charging time, susceptibility to temperature variations,
and the necessity for monitoring and maintaining
equal charge distribution in battery cells using a
complex energy management system (EMS)[6],[8].
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These challenges are faced by the increasing power
consumption and charging demands that occur during
intense driving scenarios, such as acceleration, uphill
travel, and regenerative braking [4].

Electric vehicles (EV) necessitate a capable EMS to
effectively address challenges associated with the
hybridization of energy sources [31][35]. These energy
sources can take various forms, such as combining
high-energy density batteries and fuel cell [FC] with
high-power density Super capacitor (SC) and flywheel
(FW)[12],[47][50]. To overcome this, researchers are
studying a hybrid energy storage system (HESS) that
combines batteries and Super capacitor [26-39]. HESS
offers advantages such as lower costs and weight,
improved EV efficiency, and longer lifespan due to a
more balanced and precise system [8], [16], [17]. To
optimize energy capture during regenerative braking
[7].an effective energy management system (EMS)
is crucial [13]. Studies indicate that implementing
regenerative braking can result in an 8-25% increase
in the driving range of electric vehicles [9][11]. The
EMS can effectively manage the distribution of power
consumption across various sources of the vehicle’s
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energy storage system, taking into account factors such
as the vehicle’s performance, battery life, and available
kinetic energy [14]. A combination of battery, Super
capacitor, fuel cell, and flywheel is commonly employed
in literature to address peak power demands and absorb
regenerative braking energy quickly [26-51]. This
approaches extends battery life cycle and enhances the
electric vehicle’s range on a single charge.

This paper organized as, firstly in section II discuss
Necessity of Hybrid Energy Storage Systems for
EV, section III describe necessity and various energy
management strategies used in electric vehicle with
HESS, section IV give Comparative study of different
Typologies of Hybrid Energy Storage System lastly
section V discuss Challenges faced in hybrid energy
storage system when integrated together in EV
Application.

NECESSITY OF HYBRID ENERGY
STORAGE SYSTEMS

In order to improve the lifespan of an ESS minimize
quick discharge, boost energy availability, and optimize
system efficiency, it is a widely adopted approach
to connect multiple energy storage units in parallel
or series setups. Several important parameters need
to be taken into account while evaluating HESS.
These include specific power and energy, energy and
power density, lifetime, cost and various additional
considerations [11].The combination of batteries with
Super capacitors (SC) offer several advantages. These
involve minimizing peak power demands, improving
the driving range, mitigating battery degradation, and
extending entire lifespan and State of Health (SOH)
[12].This specific pairing proves highly suitable for
Electric Vehicle (EV) applications, mostly due to
its exceptional power density with energy density
capabilities. Moreover, the integration of batteries with
SC enables effective energy storage during braking,
allowing seamless energy transfer within the structure
[13].The presence of SC also contributes to sustaining
the dynamic load profile of the vehicle and improve the
achievable driving range. Therefore, the battery-super
capacitor combination serves as an effective solution
for long-term energy management and dynamic power
control in EV [14].
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Fuel cell electric vehicles (FCEV) provide zero
emissions, low operational noise, and significant
power efficiency [41]. However, challenges such as
manufacturing costs, fuel production and distribution,
limited power demand action, and the lack of
bidirectional electric power flow have affected their
commercial growth [6]. On the plus side, FCEV benefit
from fast refueling compared with battery charging,
but they are unable to recover regeneration energy
[15],[40]. Combining high-power and high- energy
storage unit in a hybrid configuration gives distinct
advantages for electric vehicle applications. High-
power storage system have a fast response rate, while
high-energy storage device have a slower response
rate. This supplementary characteristic enables optimal
power with density, longer life cycles, and improved
overall efficiency [16]. To overcome the challenges
mentioned, a common method is to enhance vehicle
performance by combining energy storage devices such
as batteries, super capacitors, fuel cells, and flywheels
with hybridization indifferent arrangements.

ENERGY MANAGEMENT SYSTEM FOR
EV WITH HESS

Necessity of EMS

The Energy Management System in electric vehicles
is an Electronic Control Unit (ECU) which optimizes
energy utilization. It depends on sensor inputs, battery
and super capacitor data, internal structure, and driver
instructions to determine power demands [17]. A
centralized control system is necessary for managing
modules and functionalities effectively. Vast research
focuses on enhancing EMS due to its complicated
nature and diverse potential capabilities [10]. To meet
the demands, the EMS must be adaptable and flexible,
allowing it to adjust according to the driving cycle and
the state of the storage system [39]. Figure 1 shows
the fundamental block diagram of EMS, where input
and reference signals from the vehicle system create
control signals. These signals are then directed to the
suitable converters, ensuring the electric vehicle fulfills
its power demands across various operations. EV use
diverse regenerative braking control strategies to
improve energy capture [18]. The effectiveness of EMS
depends on the algorithm designed based on control

strategies and driving situations.
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Fig. 1. Fundamental Block Diagram of EMS

The main function of EMS is to efficiently manage
power distribution between battery, super capacitor,
fuel cell, and flywheel hybrid system. Control strategies
determine the timing and amount of power taken
from various energy storage devices based on driving
scenarios. During regenerative braking, EMS effectively
chooses the energy storage device for recharging. EMS
in combined Energy Storage Systems achieves several
objectives, including meeting load Demand, sustaining
battery voltage and State of Charge (SOC), improving
system efficiency, and extending battery lifetime [10-
16].

Classification of Energy Management Systems

The current literature presents different approaches for
applying Energy Management system (EM) in Hybrid
Energy Storage Systems in Electric Vehicles. Their
approaches can be broadly classified as shown in Fig.2.
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Fig. 2. Classification of EMS
Rule-based Strategies

Rule-based control techniques are structured method
to designing control systems for vehicle drive cycles.
They depends on empirical data, heuristics, and human
information to establish deterministic design rules.
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These principles are implemented using either lookup
tables or conditional actions in the form of if-then
laws. Rule-based EMS (Energy Management System)
strategies can be classified into the following types:

Deterministic rule-based control strategy

Deterministic rule-based control strategy is used
for power sharing in hybrid energy storage systems
(HESS) . State-based logic control algorithms offer a
feasible solution for multi-source energy management
in small electric vehicles. This strategy determines
power requirements in advance and designs rule-based
strategies depends on reference values. The rules
involve storing regenerative braking energy in specific
ESS, and power delivery based on power requirements
[17]. The effectiveness of this technique depends on the
choosing of charge/discharge characteristics, size, state,
and power managing capacity of the HESS.

Frequency-based control strategy

The frequency-based control strategy regulates system
behavior by considering frequency nature. In the power-
split strategy, the high-frequency part of load power is
directed to the super capacitor or flywheel, while the
renaming power is supplied to the battery or fuel cell.
This method allows for effective power requirement
control using different frequency signals, transforming
to the state of charge and load current direction [18].
But this strategy has limitations in managing more than
two energy sources.

Fuzzy logic based control strategy

Fuzzy logic control (FLC) is an adaptive algorithmic
strategy that utilizes fuzzy set theory and rules to
effectively handle hybrid energy storage systems
(HESS:s) in different operational situations. Unlike rule-
based control strategies, FLC does not require specific
mathematical models and instead relies on the designer’s
knowledge of the system, offering adaptability and
durability [19]. In HESS, FLC is employed to control the
state of charge (SOC) of the super capacitor, ensuring
stability, and allowing efficient peak power delivery and
regenerative energy storage. It is particularly valuable
when an exact plant model is unavailable.

Neural network-based control strategy

which simulate human brain

Neural networks,
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thinking, are utilized in control techniques for
bidirectional converters and energy management in
hybrid energy storage units. These strategies offer
advantage such as faster computations, reduced data
storage requirements, and enhanced transient reaction.
Compared to traditional PI controllers, neural network
controllers address limitations associated to adjusting to
reference modifications [20].This neural network-based
strategy optimizes energy utilization, enhances system
performance, and leads to increased range, longer
battery life, and improved overall efficiency in electric
vehicles.

Optimization based Strategies

Optimization-based control involve involves use of
either soft computing techniques or optimal control
theory. The control problems can be solved by EM
without the need for any previous knowledge. There
are different types of optimization based Strategies as
shown in Fig. 2.

Model predictive control

This control strategy predicts future inputs based on
data and optimization. It used in electric vehicles to
address energy management issues when used with
HESS. Future values can be forecast by comparing
model and process outputs. An optimization problem is
used to calculate set points and correct feedback errors
[21]. Prediction accuracy and control plan optimization
are key factors in the effectiveness of MPC, for this
strategy large memory may be required for complex
calculations.

Dynamic Programming

Dynamic programming (DP) is a mathematical method
using system models to find the appropriate control
approach. It needs a numerical model, compared to
rule-based techniques. Based on the model and specific
situations, DP optimizes power distribution. For systems
with numerous inputs and outputs, however, it could be
computational burden [22]. For DP to predict power
demand in hybrid energy storage systems, accurate
topography data is also required. It can optimize power
converter size, impacting battery cost and degradation
of a battery in electric vehicles.
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Instantaneous Optimization

In hybrid energy storage systems (HESS), exact driving
cycle data is necessary for predicting power demand
for energy management (EM). But due to a number of
reasons, collecting exact data is tough. The power split
between HESS is immediately optimized using a method
known as instantaneous optimization to operate this.
The super capacitor state of charge (SOC) is adjusted
using a simple process dependent on vehicle speed
(Vs.), providing effective energy use. The SC works
at a high SOC to satisfy peak power demands during
acceleration while (Vs.) is low. Voltage is continuously
monitored and updated in real time when vehicle is
running. Benefit of this strategy is it does not depend on
vehicle predicted power demand in future [23].
Pontryagin's principle

This technique find the ideal control for a system that
changes between states while taking limitations into
account. It evaluates the system as a Hamiltonian
system and develops the best control using Hamiltonian
Equations of State Space (HESS). The aim of this
strategy for an electric vehicle (EV) is to minimize the
battery RMS current while meeting the Hamiltonian
requirements. Three concepts must be stated for the
purpose to tackle this problem: The system’s dynamical
model, the cost function, which is the battery RMS
current, and the constraints, which shows controlling
the SC voltage and the converter output current [24].

Meta-Heuristic-based EM strategies

PSO is a Meta-Heuristic-based algorithm is an
optimization  strategy called Particle Swarm
Optimization (PSO) is developed as an outcome of
analyses of bird flocks. In PSO, a swarm (group) of
particles that tend towards the ideal solution is used as a
representation of the search space. Form the algorithm
work in three steps are Initialization,exploration, and
evaluation. PSO is a continuous process that finds the
optimal possible solution with little time and effort
required. As a result, it is used for real-time applications
including energy management for electric vehicles (EV)
driven by hybrid energy storage systems. Its benefits
include Short computation time, easy implementation,
best optimal solution found In order to implement in
real time with a big memory, a high-speed controller is

necessary[25].
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TYPOLOGIES OF HYBRID ENERGY
STORAGE SYSTEM

A Hybrid Energy Storage System consists different types
of energy storage devices with different characteristics.
In a normal setup the battery is directly connected in
series to the inverter and drive train which is a simpler
configuration. However, in a hybrid system combining
the battery and SC to the DC link requires the use of DC/
DC converters, which work in buck and boost modes
and necessitate switching control for power control.
This control action depends on system data and road
conditions. The configuration of the battery, SC, fuel
cell, flywheel, and DC/DC converter connection to the
DC link determines the types of the ESS combination,
as shown in Fig.3.
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Fig. 3. Classification of HESS

Paralieis Pasive —# BT [ Battery Active

Baieny | BT Aclive

mlﬂ”

%
;

#FC # &C

ﬂ

-

i
i

|

Coil # Flywhes

Battery — Super capacitor Hybrid
Passive Parallel hybrid

This configuration Fig. 4 offers the advantage of
removing the need for an additional DC-DC converter
and stabilizes the DC link voltage by incorporating a
battery. This results in minimized fluctuations in the
DC-link voltage. The existence of the battery pack
ensures a constant voltage for the super capacitor,
allowing for selecting the super capacitor’s size to
meet the specific need of the low-pass filter [26]. By
combining the converter and battery, SC in in parallel,
this configuration avoid current surges and voltage
drops. It also maintain the system’s terminal voltage
with the battery’s discharge characteristics therefore
limiting the SC voltage [27]. Also when the stored
energy in the SC is released to the load. The super
capacitor suffer a rapid decline in voltage, placing an

www.isteonline.in Vol. 46

Special Issue,

Bhagat, et al

extra burden on the battery,which has to manage both
the super capacitor and the load. While this topology is
lightweight, straightforward, and cost-effective, it has
drawbacks in terms of performance [28].

5C

Battory
y W Link

INVERTER
Fig. 4. Passive Parallel hybrid
Semi-active hybrid

The previous configuration goes from inconsistent
current and excessive ripple, mainly caused by exposure
to unpredictable drive cycles, resulting in battery
degradation. To overcome these issue and improve
accuracy, a DC/DC Power converter is placed across
the battery and super capacitor [30].

Battery with Super capacitor Active

In this particular topology shown in Fig.5, a bidirectional
DC/DC converter is positioned across the SC bank and
battery pack, enabling the battery pack to have a lower
voltage. This minimize weight and costs [30]. The SC
functions as a low-pass filter, enabling the utilization of
the entire voltage range without direct clamping across
the SC and battery. During regenerative mode, energy is
stored back into the SC resulting in improved efficiency
[31]. Additionally, the SC bank used in this system has a
lower equivalent series resistance (ESR) in comparison
to the battery bank. Allowing it to efficiently absorb
the maximum of current spikes [29] [31]. The DC-DC
converter allows effective control of the charge and
discharge rates of both the SC and battery banks, thereby
augmenting system efficiency and increased battery
lifespan. The primary challenge lies in controlling the
power converter within this specific topology [31].
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Fig. S. Battery with super capacitor active
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Super capacitor with Battery active

In a different semi-active topology Fig.6, the DC/DC
converter is connected to the battery, giving the option
to disconnect the battery from the DC link for a smaller
pack [30]. This configuration enables for control of a
wide range of super capacitor (SC) voltage deviations
through the DC-DC converter, while providing a
consistent DC link voltage by directly connecting the
battery to the DC link [34]. However, it’s important to
know that in cases of sudden power spikes, the battery
might struggle to meet immediate power requirements,
making the direct connection of the SC to the DC link
beneficial for efficient handling of power fluctuations
[29]. The disadvantage is the need for a larger DC/
DC converter with a higher current rating, leading in a
larger converter size compared to the battery-SC active

configuration.

=
W

COXVERTER

Baiery
I Lk +
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Fig. 6. Super capacitor with Battery active
Battery- Super capacitor Topology with diode

Fig.7 shows a modern semi-active arrangement with a
battery/SC arrangement and a bypass diode for direct
power flow from the battery to the DC link. The SC
charges using the battery when its voltage is low,
reducing the power rating demand of the DC-DC
converter correlated to an active battery/SC setup [33].
However, this arrangement has limitations, such as SC
limitations by battery voltage and fluctuating DC-link
voltage, depends on SC voltage dropping below the
battery voltage for system stability through acceleration
[35]. To mitigate these challenges, a unidirectional
converter replaces the bidirectional converter in Figure
7, enhancing system efficiency, decrease converter cost,
simplifying the control system, and enabling simple
operation and control of the converter [28]. A switch
is also connected to prevent direct battery charging,
achieving effective energy management through preset
rules and selective use of the bidirectional DC-DC
converter in buck and boost mode [36].
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Fully Active Hybrid

This hybrid topology uses two bidirectional DC-DC
converters to individually regulate the SC and battery as
seen in Figure 8, addressing DC link voltage differences
[37]. Parallel connection of these converters stabilizes
the DC link voltage, eliminating voltage balancing
problem. The SC and battery work at lower voltages
than the DC-bus,

LE RN HTE

Fattery
1
|

Al

I
CONVERTER

INVERTER

Fig. 7. Battery - Super capacitor Topology with Diode

Maximizing SC utilization and accepting wider voltage
variations [38]. This configuration provide autonomous
regulate of the Energy Storage System (ESS) with
independent power transfer from the SC and battery,
resulting in a smaller and cost-effective ESS with
steady DC link voltage and optimized SC voltage limits
[39]. However, it requires full-size converters, adding
difficulty and costs compared with other topologies.
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Fig. 8. Fully Active Hybrid

Battery- Super capacitor- Fuel Cell- Flywheel
Hybrid Topologies

Fuel cell+ Battery hybrid

Fuel cell battery topology shown in Fig.9 commonly
used provides benefits of regenerative braking, energy
capturing, and high- speed acceleration. Fuel cell work
as the primary storage unit, while the battery helps high
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acceleration and regenerative braking [41]. Battery and
fuel cell were connected to the DC link via bidirectional
(BDC) and unidirectional (UDC) DC/DC converters.
To improve fuel cell (FC) efficiency, the hybridization
procedure includes an initial battery startup, avoiding
low-efficiency operation and providing high current
for electric motor initiation [42]. Battery propels the
vehicle, while the fuel cell maintains consistent power
output according to need. Excess power charges the
battery,considering its state. This hybrid approach
improve acceleration, regenerative braking storage
efficiency, range, refueling time, and increase battery

and fuel cell lifespan.
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Fig. 9. Fuel cell + Battery Hybrid
Fuel cell + Super capacitor Hybrid

The super capacitor supports the fuel cell in managing
sudden power demand spikes throughout transients,
improving efficiency in situations with continuous start
and stop cycles, as shown in Fig.10 [43]. An efficient
DC-DC converter placed between the super capacitor
and the DC link, along with a direct parallel connection
of the fuel cell unit, optimizes fuel consumption [44].
In a charge maintaining hybrid system, the greater
specific energy of the battery may not be beneficial
as the vehicle’s range depends on the hydrogen tank
capacity. Relying solely on the energy stored in the
super capacitor throughout the fuel cell start-up stage is

insufficient to sustain the vehicle load [45].
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Fig. 10. Fuel cell + Supercapacitor Hybrid
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Fuel cell - Battery — Super capacitor Hybrid

Figure.1l shows a configuration that combines FC
+ battery + SC systems, gives uninterrupted energy
supply and improved fuel cell performance throughout
transients [46]. This arrangement enhances the dynamic
response of the FC system, sustaining a high state of
charge (SOC) in the super capacitor bank for better
acceleration and enabling energy storage in regenerative
braking, thereby extending the vehicle’s range[15].
This arrangement provide superior power transfer
efficiency compared to previous typologies, but it add
complexity in structure and control strategies with the
combining of three DC/DC converters [47]. The control
principle aims to minimize load on the FC and battery
by reducing quick power transitions. However, the
combination of three energy storage units’ increases
costs, and the complex nature requires a complicated
energy management strategy for optimal operation.
.Solely depending on the energy stored in the SC
and the fuel cell start-up phase is sufficient to sustain
the vehicle load [44]. Therefore, a practical solution
involves hybridizing the FC, Battery, and SC gives a
more feasible approach.
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Fig. 11. Fuel cell - Battery — Super capacitor Hybrid
Fuel cell - Fly wheel Hybrid

In this arrangement shown in Fig.12, the fuel cell
(FC) acts as the main energy source, and a flywheel
is employed as a replacement to batteries for energy
storage. The lifespan of fuel cells used in vehicles is
shorter than in stationary applications, mainly due
to the effects of dynamic load cycling, startup/shut
down operations, and freeze/warm operations on fuel
cell performance [48]. To tackle these challenges,
combining fuel cells with other energy storage devices
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is necessary. Flywheel delivering power during high-
energy need in the electromagnetic (EM) system [49].
this arrangement is used in for city bus use flywheel
and fuel cell. Flywheels gives several advantages,
combining fast Charging, high efficiency, regenerative
braking energy storage, and superior power ratings
compared to batteries. They are also nature friendly,
work effectively in various temperatures, offer high
energy storage capacity, and has more lifetime.

@ T/
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Fig. 12. Fuel cell - Fly wheel Hybrid
Battery — Flywheel Hybrid

The arrangement shown in Fig.13 aims to optimize
system performance and efficiency. Batteries have
limitations in power output and handling high current
rates, which are overcome by adding a flywheel into the
system. This topology proves beneficial in automotive
applications, The Jaguar XF (since 2011) and the
Volvo S60 have implemented mechanical flywheel
systems, while the Audi R18 e-tron quatrain, a race
car model, has used an electric flywheel configuration
[50]. Applying this topology, along with a neural
network-based energy management strategy, results
in a significant enhancement in energy recovery by
1.17 times compared to a single battery system. The
maximum charging current required by the battery
decreases significantly by 42.27% [51]. The integration
of a battery-FW topology may introduce additional
complexity and cost.
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Fig. 13. Battery — Flywheel Hybrid
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CHALLENGES OF HESS IN EV
APPLICATION

HEV combine energy storage systems for high
efficiency and performance, but they face various
challenge. following are the some challenges faced by
electric vehicle when integrated with HESS

Integration Complexity

Integrating multiple energy storage systems in hybrid
energy storage electric vehicles (HEV) is a complex
task. Different types of storage devices, such as
batteries, super capacitors, fuel cells, and flywheels,
need careful management of their unique characteristics
and working principles. Complex control algorithms are
needed to dynamically distribute power depending on
driving conditions and energy demand. Efficient power
management methods are important for optimizing
energy utilization. Effective communication and
interconnection between components ensure seamless
integration. Improved diagnostic and monitoring
systems are necessary for maintaining the health of
energy storage systems. For future developments need
more research work on these challenges with new
technologies.

Control and Optimization

In hybrid energy storage electric vehicles, control and
optimization challenges include efficiently managing
energy flow between storage systems and the power-
train. It regulates electric motor for optimal fuel
efficiency and electric drive-train and Storage System
ordination balance. Optimization algorithms need work
in real time and fast for scenario of vehicle on road
without malfunction. Ongoing research need to focuses
on enhancing control and optimization techniques for
improved HEV performance and efficiency.

Cost

Developing hybrid energy storage system for electric
vehicles faces significant cost-related challenges.
The integration of multiple energy storage systems
increases expenses, driven by complex technologies
and materials. Increasing production to meet demand
is difficult, preventing cost reduction. Charging/
refueling infrastructure establishment and maintenance
bring to ownership costs. Due to additional power
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electronic converters and storage units cost increases.
Overcoming these challenges requires advancements
in manufacturing, materials, R&D, and infrastructure.
Economies of scale and technological advancements
are expected to lower upfront costs for HEV technology.
Government incentives and subsidies can help mitigate
costs and promote wider adoption of electric vehicles.
Sizing

In hybrid energy storage systems sizing the energy
storage devices is important for overall vehicle
performance. Battery sizing involves balancing energy
and power density, optimizing size, weight and ensuring
safety and thermal management. Fuel cell sizing
requires balancing power output and weight, addressing
hydrogen storage challenges and ensuring hydrogen
refueling infrastructure availability. Super capacitor
sizing include achieving desired energy density and
managing size and weight. Flywheel sizing need
managing size and weight while meeting power and
energy requirements, along with complicated control
systems for stability and safety. Sizing challenges
impact performance, energy density, and cost, weight,
and infrastructure considerations in hybrid energy
storage systems.

Packaging and Weight

Packaging and weight add significant challenges in
hybrid energy storage electric vehicle development.
Effectively fitting multiple energy storage systems
within limited space requires careful packaging and
design modifications. The additional weight impacts
vehicle efficiency, handling, and performance, requiring
adjustments to suspension, braking, and structural
components. Achieving the right balance between
energy storage, space, and weight is challenging.
Innovative approaches are needed to meet performance
and efficiency goals while ensuring customer safety and
comfort.

Safety

As fuel cell is introduced in HESS, which use highly
explosive Hydrogen. Fuel cell is better for stationary
application but not in case of electric vehicle there is
risk of storing hydrogen with electrical devices. Storing
hydrogen in electric vehicle in small size and ensure
safety is big challenge.
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CONCLUSION

The limitations and drawbacks faced by electric vehicle
energy storage which is battery is solved by hybridization
of energy storage system. HESS system combine high
power (SC and FW) and high energy (battery and FC)
devices. HESS purpose is to store regenerative braking
energy, maintain voltage level, fast charging and
extended range without degrading the battery and fuel
cell life during intense driving scenarios.

HESS need an effective control to various operations
which is done by EMS effectively as a result HESS
based EV has improved performance and extended
range in single charge without degrading ESS life.
For high performance and efficiency of HESS need an
effective EMS which require a sophisticated control
strategy which decide power flow from ESS to power-
train efficiently in real time.

During the hybridization of ESS it face challenges which
are integration complexity, high cost, and sizing and
safety issue when different energy storage technologies
are combined. Along with these challenges HESS
provide an attractive benefits which are flexibility of
charging or fueling, short charging time using fuel
cell, SC, FW technologies by adding fuel cell it has
fast refueling and long range. At the end by choosing
optimal sizing and energy management strategy cost can
be satisfactory down and HESS vehicle performance
is enhanced by overcoming challenges faced in single
energy storage electric vehicle.
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Study of Fault Current Behaviour in Conventional and
Hybrid Mode of Distribution System
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ABSTRACT

In this research paper a hybrid distribution system is model by using MATLAB. The system fault current behaviour
is studied for over current protection using over current relay. In this research first the distribution systems
performance is studied by considering conventional way of power flow and fault currents behaviour is monitor for
both symmetrical and unsymmetrical faults. The same system is now modified as hybrid distribution system by
adding distribution generator in the system and again the behaviour of system for symmetrical and unsymmetrical
faults are monitor and observed for over current. The aim of power system protection is to insure reliable and
stable operation of the power system. This can be ensuring with proper selection and operation of protective
devices specially circuit breaker. The study shows that due to hybrid mode of operation the relay settings needs to
tune once again as compared to conventional mode of operation. This study will help the system operator to set the

relay according to conventional as well as hybrid mode of power flow.

KEYWORDS : Conventional and hybrid distribution system, Over current relay, MATLAB simulation

INTRODUCTION

ower system mainly classified in to three
Pcategories generation,  transmission  and

distribution. Nowadays it has become very
important and necessary to operate distribution system
at its maximum capacity. Power system is operated
at conventional mode as well as bidirectional mode.
In this work, a conventional system is simulated for
different fault conditions and result are observed. The
setting of relay is monitored. In second phase for same
conventional system a distributed generator is connected
and again fault scenario is observed. [1]

In conventional mode of operation power system power
flow in generation to load that is one direction. Here in
the distribution network we have to consider load which
will be fed from the conventional generator [2].

The same system is considered for hybrid case however
at the receiving end wind power generator has been
added so now the power flow from by both direction
the load is fed by the generator as well as the wind
generator [3]. We can check the magnitude of current
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in different types of fault [4]. The same system has
been configurated in the MATLAB environment. We
can simulate hybrid distribution network of power
system by using MATLAB simulation. Study the hybrid
distribution network during different fault condition
and observed operation of relay during fault condition.
Over current relay is used for protection purpose [2]
[5] [6]- By using MATLAB simulation, the analysis of
distribution line fault can be easily carried out.

FAULTS AND CLASSIFICATION

Fault is an abnormal condition of the system that
involves the electrical power failure in system. In fault
condition magnitude of current is changes. [7] Power
system faults mainly categories a

Unsymmetrical Faults

It doesn’t affect all system equally. In condition of pre
fault system will be balanced and in post fault system
will be unbalanced. In three phase power system
current differing in magnitude and phases. These faults
are involving in two phases i.e. Line to Line, Line to

Ground, Double line to Ground. [2]

August, 2023



Study of Fault Current Behaviour in Conventional

Symmetrical faults

It equally affects all phases. In condition of pre fault
and post fault system will be balanced. These faults are
involving in three phases i.e. Three-line Fault, Three
line to Ground Fault. [2]

METHODOLOGY

In this research work simulation technique is used to
find the behaviour of fault current. [8] First using the
conventional system how the fault current behaves at
point of common coupling by taking the readings of
over current relay. And measure the magnitude of fault
current by using the over current relay. In second case
we have consider the same system however in this
system the distributed generator in the form of wind is
connected to the distribution network because of this
configuration the system is behave as a hybrid. The
conventional power flow in wind direction and the
distributed generation in another direction through the
simulation. [9] We have identified the magnitude again
the fault created in the same way as did in conventional
way and readings has been taken at the point of common
coupling to the behaviour of over current relay.

MODELING AND SIMULATION
Conventional System

Fig 1 shows the conventional power system. [8] In
this conventional mode of system we have to consider
thermal generator with capacity 2 MW the line is of 100
km and the load of 20 kW is connected at the receiving
end over current protection the scheme is implemented.
Scope has been used to check the three-phase voltage
and current magnitude.

A
Hipm Nl oI
op—o [
These-Phase Sourse Thees-Phass Ereakee Trees Phass
V- Measurement Series RLC Load
)
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Figure 1. Conventional System
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Hybrid System

The Hybrid Power system is shown in Fig 2. considered
for hybrid case at the receiving end wind power
generator with 1.5 MW capacity has been added so now
the power flow from by both direction the load is fed by
the generator as well as the wind generator.

= 1] —] ::_.'
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Figure 2. Hybrid System

A hybrid energy system typically combines two or more
energy sources in order to increase system efficiency
and improve supply energy balance. It has higher system
reliability because of a typical hybrid energy system
includes two or more renewable energy technologies,
that is wind and solar panels [3] [10].

Hybrid power system generate a power from wind as
well as three phase source which is store in battery.
There are different types of components are used
like three phase source, circuit breakers, step up
transformer and step-down transformer, over current
relay, Transmission line, load and main component is
Wind Turbine Generator. Hybrid power system ensure
continuous and reliable power production.

SIMULATION RESULTS
A. Normal Case (Without Fault)

In normal case there is no systemic failure occurs
that is system is in healthy condition. Fig 3a and Fig
3b shows current waveform of with no fault occurs
in conventional system and hybrid system. In normal
condition the power is generated by generator which is
acting as a source by load capacity 20 KW and generator
capacity 2 MW.

In hybrid mode power is generated by generator as well
as wind power generator with 1.5 MW capacity system
is in balance mode. In normal case there is no fault then
magnitude of current in conventional system is 1.493
kA and in hybrid system 3.772 mA.
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(a) Conventional System

(b) Hybrid System
Figure 3. Current vs Time Without Fault waveform

B. Line to Line Fault (L-L Fault)

In double line fault two lines comes in contact with each
other along with each other. LL faults occur between two
phases and another one phase is in healthy condition. At
that time magnitude of current in conventional system
is 2.201 mA and in hybrid system is 2.327 mA.

Fault is created between 0.08 to 0.1 sec then relay will
be operated in 0.09 sec and send the signal to the CB
and fault must be cleared as quickly as possible. Fig
4a and Fig 4b represents current waveform of LL fault
occurs in conventional and hybrid system.
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(a) Conventional System
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(b) Hybrid System
Figure 4. LL Fault Current vs Time waveform
C. Single Line to Ground Fault (L-G Fault)

In single line fault one conductor contacts the neutral
conductor or contacts the ground. LG faults occurs in
one phase to the ground and another two phases are in
healthy condition.

Then magnitude of fault current in conventional system
is 2.269 mA and in hybrid system is 2.571 mA. Fault
is created between 0.08 to 0.1 sec then relay will be
operated at 0.09 sec. Fig 5 and Fig 6 display current
waveform of LG fault occurs in conventional and
hybrid system.

Figure 5. LG Fault Current vs Time waveform in
conventional system

1= /“\/\A/\/"&f\%ﬂf‘x o

Figure 6. LG Fault Current vs Time waveform in hybrid
system
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Double Line to Ground Fault (L-L-G Fault)

For two lines to the ground fault 2 conductors are short
circuited. Faults occur between two phases to ground
and another one phase is in healthy condition. At that
time magnitude of current in conventional system is
2.578 mA and in hybrid system is 2.704 mA. Fault
is created between 0.08 to 0.1 sec then relay will be
operated at 0.09 sec. Fig 7 and Fig 8 shows current
waveform of LLG fault occurs in conventional and
hybrid system.

L e B P o

Figure 7. LLG Fault Current vs Time waveform in
conventional system

Figure 8. LLG Fault Current vs Time waveform in hybrid
system

E. Three Phase Fault (L-L-L Fault)

Fault in 3 phases all the 3 lines or phases short circuits
occur. 3 phase fault three phase short circuited such
types of faults are balanced. The magnitude of current
in conventional system is 2.577 mA and in hybrid
system is 2.705 mA. Fault is created between 0.08 to
0.1 sec then relay will be operated at 0.09 sec. Fig 9 and
Fig 10 represents current waveform of LLL fault occurs
in conventional and hybrid system.
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Figure 9. LLL Fault Current vs Time waveform in
conventional system

Figure 10. LLL Fault Current vs Time waveform in
hybrid system

F. Three Phase to Ground Fault (L-L-L-G Fault)

Fault in 3 phases all the 3 lines or phases short circuits
occur. 3 phase fault three phase short circuited such
types of faults are balanced. The magnitude of current in
conventional system is 2.567 mA and in hybrid system
is 2.702 mA. Fault is created between 0.08 to 0.1 sec
then relay will be operated at 0.09 sec. Fig 11 and Fig
12 shows current waveform of LLLG fault occurs in
conventional and hybrid system
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Figure 11. LLLG Fault Current vs Time waveform in
conventional system
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Figure 12. LLLG Fault Current vs Time waveform in
hybrid system

CONCLUSIONS

In this work a conventional system and hybrid system
is simulated in MATLAB. The different types of
symmetrical and unsymmetrical faults are created to
check the magnitude of fault current and it is observed
that for all fault the magnitude of fault current is more
in hybrid system which required to tune the existing
over current relay setting.
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ABSTRACT

Falls among elderly people provide considerable health hazards, frequently cause severe injuries, and lower quality
of life. The design and development of an Internet of Things (IoT) gadget for detecting falls in older people are
discussed in this research article. The suggested device tracks the wearer’s movement patterns using a mix of
accelerometer and gyroscope sensors. Real-time sensor data analysis and accurate fall event classification are done
using a machine learning system. The wearable, inconspicuous, and user-friendly design of the device ensures a
high level of acceptance and adoption among older users. With a high detection accuracy rate of 95% and a low
false-positive rate. The suggested IoT device is quite robust.

KEYWORDS : BLDC brushless DC, EV electric Vehicle, SRM switch reluctance motor drive, SOC state of charge,

PWM pulse width modulation

INTRODUCTION
The increasing demand for electric vehicles (EVs)

as a sustainable mode of transportation has led

to extensive research on efficient and effective
drive systems. Regenerative braking, which harnesses
and converts kinetic energy into electrical energy
during braking, is a crucial feature in electric vehicle
drive systems. It offers numerous advantages, including
reduced reliance on external power sources, improved
energy efficiency, and decreased emissions. To achieve
optimal regenerative braking performance, the selection
of an appropriate drive system is of utmost importance.
Regenerative braking is a technique that captures and
converts kinetic energy from a vehicle’s wheels into
electrical energy during braking[1-3]. Regenerative
braking increases driving range by 16.25% [4]This
energy is stored in batteries for later use. Lenz’s law
states that the generated back electromotive force
(emf) opposes the vehicle’s motion. When braking, the
motor functions as a generator, reducing the magnetic
field strength and slowing down the vehicle. The
torque acts in the opposite direction of wheel rotation.
Regenerative braking offers several benefits, including
reduced reliance on fuel, improved fuel efficiency,
and decreased emissions. It is especially effective in
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urban areas with frequent stop-and-go traffic. Both
BLDC motors and SRMs are capable of regenerative
braking, enabling the conversion of mechanical energy
back into electrical energy[5-8]. Utilizing regenerative
braking of an electric vehicle the driving efficiency of
electric vehicles[9]. However, implementation of such
schemes along with battery charging circuits would
require additional circuits which in turn increases the
complexity[10]. Compared to conventional braking
systems, regenerative braking allows for shorter braking
durations and faster deceleration of the vehicle. In this
paper, Brushless DC (BLDC) motors and Switched
Reluctance Motors (SRMs) drive system is simulated
using matlab simulink[11].

In this study, a comparative study of SRM and BLDC
drive systems forregenerative braking will be conducted.
The analysis will include the design and simulation
of the drive systems using MATLAB/Simulink[12].
The performance parameters, such as stator current,
state of charge (SoC) of the battery, actual speed,
and torque, will be evaluated and compared for both
SRM and BLDC motors during regenerative braking
scenarios[13]. By conducting this analysis, we aim to
gain insight into the advantages and limitations of SRM
and BLDC drive systems for regenerative braking. The
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findings of this research will help to the understanding
and selection of the most suitable motor technology for
efficient and effective regenerative braking in electric
vehicle applications[14].

MACHINES EMPLOYED FOR
REGENERATION

Brushless DC Motor Drive

The converter circuit is depicted in Figure.l above
utilizing MOSFET switches. The RLE load is made up
of the motor stator winding resistance, inductance, and
back emf. BLDC motors are widely utilized in electric
vehicles due to their high efficiency, compact size, and
precise control capabilities [16]. During regenerative
braking, the BLDC motor operates as a generator,
converting the mechanical energy of the vehicle’s
motion into electrical energy [17].
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Figure 1. BLDC motor drive

In Figure.1 a three-phase bridge inverter used to convert
DC power into AC voltage to drive a Brushless DC
(BLDC) motor[4]. The inverter consists of six power
switches controlled by pulse width modulation (PWM)
signals. BLDC motors utilize permanent magnets in the
rotor, eliminating the need for excitation current and
increasing overall efficiency. However, BLDC motors
are prone to iron losses, which can be reduced through
case cooling. The cost of magnets is relatively high,
and employing field weakening techniques to extend
the motor’s speed range can decrease efficiency at high
speeds. BLDC motors have specific torque-speed curves
with regions of constant torque, constant power, and
high-speed operation. As the speed approaches the rated
motor speed, the torque decreases while maintaining
constant power output[8].
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SRM Motor Drive

SRMs are a promising motor technology for electric
vehicle applications, known for their robustness,
simplicity, and cost- effectiveness The generated
electrical energy is fed back into the vehicle’s
battery for storage and subsequent use, contributing
to the overall energy efficiency of the system. The
regenerative braking feature of SRMs helps in reducing
energy consumption and increasing the driving range of
electric vehicles[19]

Inverter
S1

¢

D2

""—» tt14
__,| Speed and Current
Wref Controller

Figure 2. SRM motor drive

The SRM consists of a salient-pole rotor and stator
windings, with the rotor aligning with the energized
stator pole[9]. The angular position of the rotor is
determined by an electronic position sensor, and the
stator windings are switched to maintain rotation. The
SRM is robust, functions well in hot and vibrating
environments, and produces torque regardless of phase
current polarity. It has a simple construction with
concentrated stator windings and no rotor windings,
resulting in improved power density and efficiency.
However, controlling SRMs can be challenging due to
their nonlinear characteristics. The SRM drive system
includes a power supply, driver circuit, position sensor,
current controller, and speed controller. In Figure 2, a
proportional-integral (PI) controller is used to control
the output speed, and a hysteresis current controller
ensures safe operating limits for motor current. [20].
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DESIGN AND SIMULATIONS OF DRIVES
FOR REGENERATIVE BRAKING

Design of BLDC and SRM

Brushless DC Motor
T
T B
M

Figure 3 BLDC Block Diagram
In Figure 3 the Block diagram includes:

*  Power Supply: Provides the input voltage to the
motor drive system.

*  Motor Controller: The central control unit consists
of a microcontroller/processor, commutation
logic, PWM generator, current sensing, and speed/
position sensing.

*  Power Stage: Responsible for delivering power to
the motor, comprising power switches (MOSFETs
or IGBTs) and gate drivers.

* BLDC Motor: The actual motor itself with a rotor
containing permanent magnets and a stator with
three-phase windings.

The motor controller processes commands and feedback
signals generates control signals, and determines the
switching sequence for the motor windings. The PWM
generator generates PWM signals to control the power
switches. Current sensing circuitry monitors motor
current for precise control. Speed/position sensing
components detect rotor position or speed for accurate
motor control. The power switches and gate drivers
control the current flow through the motor windings.
The energized windings in the correct sequence generate
torque and drive the mechanical load.
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Switched Reluctance Motor
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Figure 4 SRM block diagram
In Figure 4 the block diagram includes:

* Input Power Supply: Provides the input voltage to
the SRM drive system, typically a DC power supply
or an AC grid converted to DC using a rectifier.

*  Converter Circuit: Converts the input power to the
required form for driving the SRM, with sub-blocks
such as a rectifier to convert AC to DC and a DC-
DC converter to regulate the voltage if necessary.

* Digital Controller: The central control unit of the
SRM drive system, consisting of a microcontroller/
processor, position and speed sensors, current
sensing, and a PWM generator.

*  Power Stage: Controls the current flow through the
SRM windings and includes power switches driven
by PWM signals and gate drivers that amplify and
drive the power switches.

The digital controller processes feedback signals,
calculates control signals, and generates PWM signals
for the power switches. Position and speed sensors
provide feedback for precise control. Current sensing
monitors the SRM windings’ current, and the PWM
generator converts digital control signals into analog
PWM signals. The power stage consists of power
switches and gate drivers to control the current flow
through the windings.
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Simulations of BLDC and SRM

BLDC Simulation

Figure 5. Simulation of BLDC drive system

This simulation is designed based on the block diagram
in Figure. 3, DC voltage source, an inverter, a three-
phase bridge, a motor model, and a control algorithm
are added and interconnected in above Figure 5. Open
Simulink and create a new model. Add necessary
blocks for the BLDC motor simulation, including a
DC voltage source, an inverter, a three-phase bridge, a
motor model, and a control algorithm. Connect the DC
voltage source to the inverter, converting DC voltage
into a three-phase AC voltage. Connect the output of
the inverter to the three-phase bridge, controlling the
current flow in the motor windings. Connect the three-
phase bridge to the BLDC motor model, representing
the electrical and mechanical characteristics of the
motor. Implement a control algorithm with speed
and current control loops, connecting it to the three-
phase bridge and the motor model. Modify the control
algorithm to enable regenerative braking by detecting
braking conditions and generating appropriate signals
to reverse the current flow in the motor windings. Run
the simulation to observe the behavior of the BLDC
motor with regenerative braking. Analyze performance
parameters such as motor speed, torque, current, and
energy regeneration.

SRM simulation

This simulation is based on the block diagram in Figure
4, In the above simulation in Figure 6 controller block
consists of a speed and torque controller block. Open
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Simulink and create a new model. Add necessary blocks
for simulating the SRM, including a power supply, a
position sensor, a hysteresis current controller, a pulse
generator, and a switch block. Connect the power
supply block to the position sensor, which provides
feedback on the rotor position. Connect the position
sensor output to the hysteresis current controller, which
limits the motor current within desired reference values.
Connect the hysteresis current controller output to the
pulse generator, generating switching signals based on
the rotor position. Connect the pulse generator output
to the switch block, controlling the energization of
the stator windings. Add a control algorithm block for
speed control and braking detection logic. Connect the
control algorithm block to the switch block, calculating
required switching signals based on desired speed
and braking conditions. Modify the control algorithm
to enable regenerative braking by detecting braking
conditions and generating signals to reverse the current
flow in the motor windings. Run the simulation to
observe the behavior of the SRM with regenerative
braking. Analyze performance parameters such as
motor speed, torque, current, and energy regeneration.

Figure 6. Simulation of SRM drive system
RESULTS

Results for BLDC

Motor Currents

Here the simulations are performed on the MATLAB
platform, the duration of the simulation was taken as
2.5 seconds and the initial state of charge is set to 60%.
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Figure 7. Stator Current vs Time of BLDC

Initially, the stator current is in the normal operating
range during motoring operation as seen Figure 7.
When regenerative braking is activated, the current
starts to decrease gradually from its steady-state value.
As the motor transitions from motoring to regenerative
braking, the stator current goes through a zero-crossing
point and starts to reverse direction. This reversal
indicates the change in energy flow from mechanical to
electrical, as the motor now acts as a generator.

SOC% for BLDC
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Figure 8. SOC of BLDC

When the BLDC motor operates and consumes electrical
energy from the battery, the SoC vs. time graph in Figure
8, reflects a discharging phase., the SoC value increases
gradually as the battery receives electrical energy from
regenerative braking.

Actual Speed of BLDC
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Figure 9. Actual and vs Time of BLDC
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The actual speed in Figure 9, refers to the measured
or observed speed of the BLDC motor at any given
time. The actual speed vs. time graph shows the actual
rotational speed of the motor during its operation. The
actual speed can be obtained using sensors such as
encoders or Hall effect sensors that provide feedback
on the motor’s rotational position and speed.

Torque of BLDC

As the motor accelerates and gains speed, the torque
value may rapidly increase. During braking, the torque
vs. time graph in Figure. 10, shows a decrease in torque
as the motor slows down or applies a braking force. The
rate of deceleration and the magnitude of the negative
torque is due to the braking.
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Figure 10. Torque vs Time of BLDC
Results for SRM
Motor Currents

During motor startup, there is a surge or peak in the stator
current as seen in Figure 11, higher than the steady-state
current. This surge helps overcome inertia and initiate
rotation from a standstill. The stator current eventually
reaches a peak value during the braking phase, which
represents the maximum amount of electrical energy
being regenerated.

1

Figure 11. Current vs time of SRM
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SOC% for SRM

During regenerative braking, the power flow in
the motor reverses direction. Instead of consuming
electrical power from the power supply, the motor acts
as a generator and produces electrical power. The SOC
of the battery during regenerative braking increases as
the motor decelerates as seen in Figure 12. The higher
the deceleration rate, the higher the SOC of battery.
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Figure 12. SOC% vs Time of SRM
Actual Speed of SRM
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Figure 13. Actual Speed vs Time of SRM

The actual speed of the SRM may increase from zero as
the motor accelerates. The rate of acceleration depends
on factors such as the motor’s design, applied voltage
or current, and the load conditions. Once the motor
reaches its operating speed, the actual speed vs. time
graph in Figure 13, stabilizes into a relatively constant
speed.

Torque of SRM

At the beginning of the graph in Figure 14, during the
startup phase, the torque value is typically high. The
motor requires higher torque to overcome the inertia
and initiate rotation from a standstill. The torque may
exhibit a rapid increase during this phase as the motor
accelerates and gains speed. Once the motor reaches
its operating speed, the torque vs. time graph stabilizes
into a relatively constant torque output.
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Figure 14. Torque vs time graph of SRM

When considering the State of Charge (SoC) in the
context of motor selection, it is important to note that
the SoC typically pertains to the battery or energy
storage system rather than the motor itself. Both BLDC
(Brushless DC) and SRM (Switched Reluctance Motor)
can be used with batteries, and their performance may
depend on the SoC of the battery. However, the SoC is
not a defining factor in determining whether BLDC is
better than SRM or vice versa.

Smooth Torque Output: BLDC motors provide smooth
torque output due to the presence of permanent magnets
and the utilization of electronic commutation. This
results in reduced torque ripple and improved overall
system performance. High Torque Density: BLDC
motors have a higher torque density compared to
SRMs. They can provide higher torque output for a
given motor size, which is beneficial for applications
that require high torque in a compact form factor.

Precise Speed and Torque Control: BLDC motors offer
precise control over speed and torque through advanced
motor control algorithms. The use of position sensors
(such as encoders or Hall effect sensors) allows accurate
feedback for closed-loop control, enabling precise
torque control and better performance in dynamic
applications.

Higher Torque-to-Inertia Ratio: SRMs typically have
a higher torque-to-inertia ratio compared to BLDC
motors. This means that for a given rotor inertia, SRMs
can deliver higher torque output, which is beneficial
in applications that require rapid acceleration and
deceleration. It’s important to note that SRMs also have

some limitations, such as higher torque ripple.
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CONCLUSION

Both BLDC motors and SRMs have their advantages
and limitations. BLDC motors offer smooth torque
output, high torque density, and precise speed and
torque control. They are suitable for applications that
require high torque in a compact form factor and demand
precise control over motor performance. On the other
hand, SRMs have a higher torque-to-inertia ratio, which
allows for rapid acceleration and deceleration. They are
robust, function well in harsh environments, and have
improved power density and efficiency. However, SRMs
can be challenging to control due to their nonlinear
characteristics and exhibit higher torque ripple. Hence
according to the study BLDC drive system should be
preferred for regenerative braking applications.
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ABSTRACT

A solar PV system’s MPPT algorithm is crucial because it maximizes power generation by keeping the solar
panel’s operating point at its Maximum Power Point (MPP). Due to its ease of use and efficiency in tracking the
MPP under changing weather circumstances, the Perturb & Observe (P&O) MPPT method has been used in a great
amount. This paper presents a hardware implementation of the algorithm to improve the power generation capacity
of a 10 watts solar PV panel system. The system’s MOSFET based DC-DC converter’s design and fabrication is
also used in this part. The converter is made for small-scale solar PV systems due to its high efficiency and cheap
operating cost. The system is an adaptable and simple to replicate solution that can be employed in a variety of
applications with the help of the Arduino platform and MOSFET based DC-DC converter.

KEYWORDS : Arduino, MOSFET base DC-DC converter, MPPT, Perturb and Observe algorithm

INTRODUCTION

s a feasible replacement for conventional fossil
Afuels, solar energy is becoming more and more

popular. It is a renewable and sustainable
energy source. Small-scale solar PV systems which are
used to power the remote and off-grid sites like cabins,
boats and RV’s as one of the most widespread solar
energy applications. However the factors like weather
and shade have an impact on how much power solar
systems can generate [1]. To modify the duty cycle
based on the observed voltage, the suggested system
will incorporate a voltage sensor, an Arduino Uno board
and a MOSFET based DC-DC converter. The system
will be put to the test in various weather scenarios to
determine how well it tracks the MPP and increases the
solar PV system’s ability to generate power.

The issues include the minimal power generation
capacity of small scale solar PV systems due to the
elements including weather, shade and temperature
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changes. The operating point of the solar panel cannot
be maintained at its MPP by conventional fixed voltage
methods used in small-scale solar PV systems because
they do not take these parameters into consideration. As
a result, the capacity and efficiency of power generation
are decreased.

The main objectives of this work are as follows:

*  To design and implement a hardware system based
on the Perturb and Observe (P&O) Maximum
Power Point Tracking (MPPT) algorithm using the
Arduino platform.

*  Toenhancethe power generation capacity of a small-
scale solar PV system by maintaining the operating
point of the solar panel at its maximum power point
(MPP) under varying weather conditions.

»  To provide a cost-effective and efficient solution for
enhancing the power generation capacity of small-
scale solar PV systems.
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PROPOSED METHODOLOGY

A popular algorithm for photovoltaic application is
the Perturb & Observe (P&O). The P&O algorithm’s
fundamental premise is to alter the PV panel’s operating
point and track any resulting change in power output.
The algorithm may track the MPP of the panel by
gradually shifting the operating point in the direction
of maximum power. These are the primary parts of this
system:

* Solar panels: An energy source that transforms
solar energy into electrical energy.

* DC-DC converter: It’s a device which transforms
solar panel output into a voltage level that is
appropriate for the load or battery.

*  MPPT control unit: A computer algorithm that
continuously modifies the DC-DC converter’s
duty cycle in order to determine the maximum
power point. The Arduino processor then feeds the
algorithm to the trigger circuit.

* Load/Battery: The appliance that uses or stores the
electricity produced by the solar panel.

The perturb and observe algorithm operates by varying
the duty cycle of the DC-DC converter to track
changes in the solar panel’s output power. After that,
the algorithm modifies the duty cycle so that the output
power grows until it reaches the maximum power point.

PV DC-DC

Array Converter Load

MPPT
Control Unit |

Fig 1: Proposed system block diagram

Overall, the proposed methodology may help for
maximising a solar panel system’s energy output and
enhancing system efficiency. The power converter that
connects the PV panel to the load is often controlled by
a microcontroller or a Digital Signal Processor (DSP)
in the hardware implementation of the P&O MPPT
algorithm. The flowchart of the proposed system is
presented in Fig 2. The P&O MPPT algorithm is put
into practice using the following steps:
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Sensing: The PV panel’s voltage and current must first
to be realised. A voltage sensor and a current sensor can
be used for this purpose.

Perturbation: The next step is to alter the power
converter’s duty cycle in order to disturb the PV panel’s
operational point. Small adjustments are made to the
duty cycle. After each adjustment, the panel’s power
output is measured.

Power calculation: The voltage and current sensed in
step 1 are used to determine the panel’s power output.

Comparison: To determine the changes in the direction,
the power output is compared to the preceding value.
The duty cycle is further raised in the same way if the
power output has risen.

Convergence: Until the power output achieves a
maximum value, the algorithm keeps changing the
operating point of the panel. The algorithm converges
to that point once the MPP is attained and maintains the
duty cycle at that value.

Load control: The power converter and the power
flowing from the PV panel to the load are both controlled
by the duty cycle.

B th afeesy whw wes! T SO S—— pe— (R S T

Fig 2: Flowchart of P&O MPPT
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The proposed system has been simulated using Proteus
software and PVSOL software.

Simulink model: The P&O MPPT consists a solar
panel based on the MPPT algorithm implemented using
the Arduino Uno, an N-channel MOSFET, an NPN
transistor and a Schottky diode. The Arduino Uno will
be used to measure the solar panel voltage and current,
control the MOSFET and transistor and execute the
MPPT algorithm. The N-channel MOSFET will act as
a power switch to control the connection between the
solar panel and the load. The NPN transistor will act
as a driver to control the MOSFET’s gate voltage. The
Schottky diode will be connected in parallel with the
load to prevent reverse current flow. The circuit diagram
is shown in Fig 3.

ke
Fig 3: Circuit diagram of proteus simulation of MPPT

The Arduino plays the main role of controlling the DC-
DC booster here. The Arduino algorithm is designed
in such a way that when the value of input voltage
goes below the certain sets of value then it activate its
output pin. Hence the voltage value has been increase
at the point of MPPT. The complete circuit diagram of
the system is shown in fig 4 and its hardware design is
observable in Fig 5.

[ - Fo

Fig 4: Circuit diagram of P&O MPPT

www.isteonline.in Vol. 46

Special Issue,

Deshmukh, et al

Fig 5: Hardware implementation of P& O MPPT

The system as shown in Fig 6 has been tested under
various conditions to ensure it responds well for

Fig 6: Testing of P& O MPPT with different tilt angle and
weather conditions

The solar panel output using P&O MPPT with different
tilt angle was analyzed. The main concern has been
there around the voltage and current received as output
of MPPT. The output results are noted in the Table 1.

Table 1: Output voltage and current at various tilt angles

Sr. no. Tilt angle PV Cell PV Cell
(In degree) | Voltage (In Current (In

volts) ampere)
1. 20 19.85 0.140
2. 21 19.63 0.137
3. 22 19.62 0.136
4. 23 19.60 0.135
5. 24 19.59 0.132
6. 25 19.57 0.130
7. 26 19.55 0.129
8. 27 19.54 0.128
9. 28 19.53 0.127
10. 29 19.52 0.126
11. 30 19.51 0.125

To analyze the performance of MPPT, tests were
conducted with different solar panel conditions such
as with shading with dust and with water. The output
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results are listed in Table 2 and the observations of the
same are as follows:

»  Output voltage of solar panel with dust: [19.54 V]
and solar panel with water: [19.93 V].

Table 2: Output voltage under solar panel shading
condition

Sr. no.| Tiltangle | PV Cell Voltage PV Cell
(In degree) (In volts) Current (In

ampere)
1. 20 19.85 0.140
2. 21 19.63 0.137
3. 22 19.62 0.136
4. 23 19.60 0.135
5. 24 19.59 0.132
6. 25 19.57 0.130
7. 26 19.55 0.129
8. 27 19.54 0.128
9. 28 19.53 0.127
10. 29 19.52 0.126
11. 30 19.51 0.125

Tests conducted on P&O MPPT results shows that when
we place solar panel according to the latitude of the place
where it is to be installed, the maximum output will be
achieved. The Fig 6 shows the V-I characteristics of PV
panel with varying tilt angle of panel.

V-l characteristics al PV panel with varyisg tillangle of pand
159

-

190

Fig 7: V-I characteristics of PV panel with varying tilt
angle of panel

CONCLUSION

Based on the hardware implementation of Perturb and
Observe (P&0O) MPPT algorithm for enhancement of
power generation capacity of a 10-watt solar PV panel,
the following conclusions are drawn:

*  The P&O algorithm tracks the MPP of a solar PV
panel.

» The hardware implementation of the P&O
algorithm is relatively easy and inexpensive.
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The performance of this algorithm is highly
dependent on the step size used for perturbing the
solar panel’s operating point. A small step size can
improve accuracy but also increase the time taken
to converge to the maximum power point while a
large step size can decrease convergence time but
also reduces the accuracy.

* The P&O algorithm can experience some issues
such as oscillations around the maximum power
point and convergence to a local maximum rather
than the global maximum.

* Based on the experimental results, it is noted that
when the tilt angle of solar panel is equal to latitude
then the output voltage of PV module is maximum
as compared to other tilt positions of PV panel.
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ABSTRACT

The preservation of food commodities is a critical issue for both developed and developing countries as food
losses and waste contribute to food insecurity, economic losses and environmental degradation. Solar drying is
a process of dehydrating food commodities using solar energy. In this system, Peltier module is used which is a
thermoelectric device that converts electrical energy into thermal energy and vice versa. The benefits of using a
solar drying system for food commodities are numerous. Solar drying systems are sustainable and environmentally
friendly as they use renewable energy sources and reduce greenhouse gas emissions. They are also cost-effective
and accessible as they can be used by small-scale farmers and producers in areas with limited access to electricity.
Additionally, solar drying systems help to reduce food waste and post-harvest losses which can contribute to food

insecurity.

KEYWORDS : Food preservation, Peltier module, Prototype model, Solar drying system

INTRODUCTION

he method used mostly for the preservation of
food when there is a combination of heat from the

sun with wind is known as drying. It’s the oldest
method of agricultural materials with the help of solar
energy. This work presents the design, construction and
performance of a solar dryer for food preservation. The
exhaust fan’s output i.e., the heated air is circulated
in the room. Simultaneously, the room takes the solar
energy form the glass alignment. The observation in
the inner cabin’s temperature is more than the room
temperature at the most time of the day light. Dryer
ensuring the good quality of the dried materials with a
rapid manner.

The main objectives of this work are as follows:

1. Develop sustainable and cost-effective methods for
preserving food.

2. Explore the benefits of solar drying systems for
food commodities.

3. Identify the best practices and technologies for
solar drying and evaluate their effectiveness in
preserving food.
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4. Share knowledge with farmers, food processors
and policy makers to promote the adoption of solar
drying systems.

5. Improve food security by reducing food waste and
increasing the availability of nutritious food.

6. Contribute to sustainable development by using a
natural and environmentally friendly method that
does not require the use of fossil fuels.

7. Increase awareness of the importance of food
preservation and the potential of solar drying
systems to improve food security.

PROPOSED METHODOLOGY
The description of the flowchart as shown in Fig 2:

1. Construct a drying chamber using acrylic sheets:
Build a chamber using acrylic sheets to create an
enclosed space for drying food.

2. Install a Peltier module: Place a Peltier module
between the solar panel and the drying chamber.
This module helps control the temperature inside
the chamber.

August, 2023
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v v
Direct solar Hybrid sol.

| Passive Active
Fig 1: Classification of Solar Drying System

3.  Wash and prepare the food commodities: Clean and
slice the food items you required to dry. Prepare
them by ensuring they are properly sliced for
efficient drying.

4. Arrange the food commodities on drying trays:
Place the sliced food on drying trays and make sure
there is enough space between them for airflow.

5. Place the trays in the drying chamber: Put the
drying trays inside the chamber, ensuring they are
evenly spaced for proper air circulation.

6. Connect the Peltier module to the solar panel: Wire
the Peltier module to the solar panel so that it can
draw power from it. This connection allows the
module to work.

7. Monitor temperature: Use monitoring equipment
to keep an eye on the temperature levels inside the
drying chamber. This helps ensure optimal drying
conditions.

Purpose of this Method

The use of this method for solar drying offers several
advantages over other methods which make it a
preferred choice in certain applications. Here are some
reasons, why Peltier modules are used in solar drying
systems:

*  Energy efficiency and precise temperature control.
*  Compact and portable.
environment

*  Flexibility, and

friendliness.

adaptability
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I Conduct research and analysis on existing solar dryer designs. I

it

| Develop conceptual designs of the solar dryer. |

-

| Install a Peltier module between the solar panel and the ]

il

Refine the selected design concept and develop a detailed design.

-

Conduct thorough testing of the solar dryer to evaluate its

performance and efficie; ng‘ -gndgr different environmental

Analyze the testing data to identify areas for improvement and
optimize the design and operation of the solar dryer.

1t
Collect and analyze data from the solar dryer's operation, including
energy consumption, drying time, and the quality of the dried food

Prepare a comprehensive report doc g the solar dryer
design, construction, testing, and optimization results.

Fig 2: The flowchart for the proposed methodology
adopted

MODELING AND ANALYSIS

A solar drying system utilizing a Peltier module works
by harnessing solar energy through solar panels which
generate electricity. The electricity is used to power the
Peltier module, a device that transfers heat from one
side to the other when an electric current is applied.
The module consists of a hot side and a cold side. The
hot side absorbs heat from the air inside the drying
chamber while the cold side releases heat, cooling the
air. A heat sink and fan help dissipate the absorbed
heat efficiently. The drying chamber is insulated to
minimize heat loss and holds the items to be dried. Air
circulation is facilitated by fans or blower by ensuring
uniform drying. A control system regulates temperature
and humidity inside the chamber adjusting the power
supplied to the Peltier module accordingly. Regular
maintenance and monitoring are important for optimal
system performance. The complete setup of solar dryer

prototype model is shown in Fig 3.
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Fig 3: Prototype Model
Tablel: Details of Moisture Analysis

Design and Development of Prototype Model of Solar..............

% Moisture content =

Rathore, et al

RESULTS AND DISCUSSION

In this case, few samples of neem leaves are taken and
processed through the proposed system. The formula
used to calculate the moisture content is:

(Inital weight — Final weight) _
Initial weight

Details of moisture removed during drying (in the
month of march - april) both Inside and the Outside

chamber are as shown below in Table 1.

Sr. no Time Inside chamber Outside Chamber
Temperature Weight Moisture Weight Moisture
°C gm removed gm removed
1. 10 am 31 25 0% 25 0%
2. 11 am 35 23 8% 24 4%
3. 12 am 39 20 20% 22 12%
4. 1 pm 43 17 32% 20 20%
5. 2 pm 47 15 40% 18 28%
6. 3 pm 51 9 64% 15 40%
From the Tablel, in outside the chamber, its noted that R—
the moisture is removed from 0% to 40% while inside
the chamber moisture removed is 64%, keeping them A==
for 6hrs in both the cases. From this analysis, its found ] -_ ——
that this solar dryer is more efficient than the open - ' ' ’
drying system. The physical appearance of neem leaves .
before and after placing inside the chamber is shown in i i )

Fig 4 and Fig 5. The drying rate is displayed in Fig 6.

Fig 5: Neem leaves after dry

www.isteonline.in Vol. 46
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Fig 6: Graphical Representation of Dry
CONCLUSION

The solar drying system using Peltier module is a
promising technology for preserving food commodities.
The system is energy-efficient, environmentally friendly
and capable of producing high quality dried food
products. The use of renewable energy sources such
as solar panels and the integration of Peltier modules
preservation particularly in areas with limited access to
electricity.

Overall, the solar drying system using Peltier module
has great potential for the future of food preservation.
With continued research and development, it could
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become a widely adopted technology for preserving
food commodities.
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ABSTRACT

The AC induction motor is the most popular motor used in consumer and industrial applications which is
represented as the muscle behind the industrial revolution. In this paper, the switching ON & OFF the induction
motor is controlled and the monitoring will be done by the Android app. Android application is used here as
a transmitter and remote control to do switching ON and OFF the motor with the help of a WIFI module i.e.,
NODE MCU. The main objective of this work is to reduce the human time to do the similar job which can also
be controlled by an HMI wirelessly. In industries, there is the absence of a direct human machine interface and so
the machine’s switching mechanism has to be done manually through a control panel which can be eliminated by
this work. With a microcontroller interfaced with a Wi-Fi module, the data shall be sent over the internet. The data
is logged in the cloud platform that can be assessed using mobile phones, tablets, laptops, etc. The data logged
can be further analyzed for load flow studies, load forecasting and load management which further enhancing the
electrical power system stability & control. It’s implemented to monitor the electrical parameters at every instant
in the mobile devices. This will be helpful for accuracy, fast work, less time consuming, storage of data, etc. Data
collection, storage, analysis and early alert system are important for the efficient controlling and monitoring ofa
power system.

KEYWORDS : Android application, Cloud platform, 10T, NodeMCU, Parameter monitoring, Relay

INTRODUCTION and enables wider access to this technology.

applications due to their simplicity, low cost and
high reliability. However, traditional methods of
controlling induction motors often require the manual

adjustment of switches or knobs which can be time
consuming and prone to human error. *  Toreduce the risk of human error which can lead to

safety hazards and equipment damage.

Induction motors are widely used in industrial The main objective of this work is as follows:

» To improve the efficiency of industrial processes by
reducing the time and effort required to control the
motor.

The development of a human machine interface Android

app for controlling an induction motor is necessary to * 10 enable remote control & monitoring of multiple
address the complexities and limited accessibility of induction motors which can be useful in situations
current methods. The objective is to develop an app that where physical access to the motor is limited.

provides a sirnple and intuitive interface for controlling PROPOSED METHODOLOGY
an induction motor, using a user-friendly design and

appropriate programming languages and frameworks. This.sec.tion is ma.jorly focuses on the controlling apd
The expected outcome of this work is an Android app ~monitoring of the induction motor using the IoT which
that improves the efficiency of induction motor control will be controlled by an Android Application.

www.isteonline.in Vol. 46 Special Issue, August, 2023 @




Monitoring of the System

For monitoring purposes, PZEM-004T has
been used. It utilizes the current principle of the
transformer which converts the currentinto the
voltage and further uses the inbuilt logic to calculate
the current, voltage, power factor, frequency and
active power of the system (load connected in the
system).

A 100 A CT is required with this PZEM -004T. It
is connected with the NodeMCU (ESP8266) for
receiving and sending datato the NodeMCU.

Further, the NodeMCU sends the data to the Google
based cloud server i.e. google firebase and the same
data is reflected in the mobile application. The
circuit diagram and pin details of the PZEM-004T
with the system are shown in the Fig 1. Flowchart
has been shown in Fig 2.

PZEM-DDAT-1004A j}
—.

Ye

.

¢ I Acknowledgemen
Received?

Fig 2: Flowchart of the electrical parameter monitor
through cloud
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Controlling of the System

There is a use of NodeMCU ESP8266 (Wi-Fi
Module), relay channel (5V DC-230VAC) for
controlling the Induction motor.

The Relay channel is connected with the NO and
NC switches for controlling of the motor.

The command from the NodeMCU is given to the
relay channel 5V side as the relay channel receives
the signal in DC form only.

This 5V DC signal which is received on the relay
channel end depends on the command received
by the ESP8266. The command is given to the
NodeMCU from the google firebase.

A Mobile based application is used to send the
command which is stored in the Google Firebase
at a particular private database. Depending on the
updates in the database, the signal (command)
is received at the NodeMCU end which further
transfers to the 5V DC side of the relay channel
for the further operation of the relay. The circuit
diagram and pin details are shown in the Fig 3
respectively. The flowchart of this part is shown in
Fig 4.
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Fig 4: Flowchart of the switching purpose
PROPOSED SYSTEM

* This project includes the use of the Internet of
Things which allows the user to control and monitor
the multiple numbers of the motor using a single
mobile-based Android application.

*  The whole project is based on industrial automation
and the automation purpose to send/receive the
data to the Google Firebase with the help of Wi-Fi
module.

e Micro-controller is connected to a Wi-Fi module
and internet connection.

* This electrical parameter of the load is monitored
by PZEM -004T which is connected to thelOT
devices for further processing.

* This system is affordable and suitable for the
industrial sector.

»  The block diagram of the proposed system is shown
is shown in Fig 5.
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Fig 5: Block diagram of the prototype

Advantages

* Itis Low cost and a simple circuit.

» Itis a compact product with very less components.
* Itisreliable and highly efficient.

*  Low Energy consumption , reduced physical effort
and maintainance.

Applications

e Use for Industrial automation |,
application, load forecasting.

agricultural

* Use in industries like coal fields, petrol refining,
etc.

RESULT

The HMI android app has been successfully tested on a
motor. The final view of the app is shown in Fig 6. The
app provided a user-friendly interface for controlling
and monitoring the motor which makes easy for users
to operateand manage the motor. It is capable to control
the motor by performing ‘ON’ & ‘OFF’ the motor. It
can control multiple motors using a single mobile
application. This is also monitor the parameters like
voltage, current, power factor, frequency and active
power. The tests that are conducted during this work
include tests like load tests, usability tests, performance
tests, etc. The application is suitable for a wide range
of android mobiles. The no-load test that is performed
on the 0.25 HP motor. The results obtained are listed on
Table 1.
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Table 1: Monitoring results of the 0.25 HP Single Phase
Induction Motor on No-Load

Voltage | Current | Power | Frequency | Active | Time
) (A) Factor (Hz) Power | (sec)
W)
239 0.036 0.5 50 0.4 8.9
240.6001 | 0.036 0.5 50 0.4 4.7
239.7 0.036 0.5 50 0.4 2.5
240.6001 | 0.036 0.5 50.1 0.4 42
241.2 0.036 0.5 50.1 0.4 7.6
2413 0.036 0.5 50 0.4 4.5
241.1001 | 0.036 0.5 50 0.4 3.8
241.2 0.036 0.5 49.8 0.4 39
241.8 0.036 0.5 50 0.4 35
241.5 0.036 0.5 50.1 0.4 3.6

Dack
CHECK STATUS

MOTOR 1

Current
0.035 A

Voltage
228.2 VWV

Fig 6: Real-time controlling and monitoring in MIT App
CONCLUSIONS

Human Machine Interface is provided to control the
Induction motors through the mobile application and
shall ease the human effort for the operators. The
controlling of ‘ON’ & ‘OFF’ operation of the induction
motor is done through an Android app via smartphone.
The developed Androidapplication is used to control
the motor through the Internet of Things (IoT) using

www.isteonline.in Vol. 46
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the cloud (Google Firebase) for automation. The
development of the HMI android app for controlling
and monitoring motors is an important application in
the field of automation and the industrial Internet of
Things.
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Development of Laboratory Prototype for Soft
Starting of Induction Motor
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ABSTRACT

The induction motor is widely used in various industrial applications due to its simplicity, robustness and cost-
effectiveness. However, the abrupt starting current of an induction motor can cause mechanical stress, voltage dips
and disturbances in the electrical network. To mitigate these issues, soft starting techniques have been developed
to gradually increase the motor voltage during startup thereby reducing the inrush current and enhancing motor
performance. This work proposes development of a laboratory prototype for soft starting of an induction motor
using Arduino Uno and BTA16 triac. The control algorithm programmed in the microcontroller ensures a gradual
increase in motor voltage thereby reducing the inrush current and minimizing mechanical stress on the motor.
Current waveforms, voltage waveforms and startup time are analyzed using PROTEUS software. Experimental
testing results demonstrate that the developed prototype effectively achieves soft starting characteristics, resulting
in smoother motor operation and reduced electrical disturbances.

KEYWORDS : Arduino uno, BTA16 triac, Induction motor, Soft starter

INTRODUCTION Purpose of Study
pductiqn motors play a crpcial r'ole iI} various « A soft starter can eliminate problem of high
industries. However, the starting an induction motor starting current by gradually increasing the voltage
directly across the line can lead to several issues such providing a controlled ramp-up to full speed.

as high inrush current, voltage dips, mechanical stress

and decreased motor lifespan. In an industry where * It controls starting torque and reduces mechanical
several low rating induction motors are connected (less shocks to the motor.

than 5 HP) then if all induction motors are switched
on simultaneously the resultant high current can cause
voltage sags affecting other equipment connected to the
same electrical network. This condition compromises «  a gentle acceleration up to full speed. The function

the overall power quality. To overcome these issues, of the work has been shown in the Fig 1.
there is a need for a suitable soft starter solution for

induction motors. The development of a soft starter
specifically tailored for small induction motors presents IE,. 0

* Itis useful extending the life of motor and reduces
motor heating. So, a soft starter provides

—yARUNO | | MoC Ly rRac MOTOR

unique challenges. Factors such as cost-effectiveness, UNO 3021
compactness, ease of installation and compatibility with

various load types must be considered in the design and

implementation process. Fig 1: Proposed block diagram
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In Table 1, the specification of the components required for making the prototype.

Table 1: Overview of the components

SR. NO. Name of Diagram Description
Components
1 ZCD A zero crossing detector

circuit is used to detect the
moment when the AC voltage
signal crosses zero. It is
typically implemented using
a simple circuit composed of
optocoupler that detects the
zero- crossing point of the
AC voltage signal.

2 4N25
(OPTOCOUPL ER)

The 4N25 optocoupler is a
device that is commonly used
to provide isolation between the
control circuitry and the high
voltage circuitry that is used to
control the motor, protecting the
control circuitry from damage
and increasing the safety of the

s E._ ._ﬁ'._' e system.
c [EE 1 |K:1 =Jc

e 3

A us R TG

3 MOC3021
(OPTOCOUPL ER)

The MOC3021 optocoupler is
a device that is used to provide
isolation between two circuits
i.e. controller circuit and triac
circuit.

www.isteonline.in Vol. 46 Special Issue, August, 2023 @




The process of this project has been shown in the Fig 2.

Power 13 applied to solid state soft starter

Gradually increase the voltage by changing
firingangle and accelerate the motor

ingrease gradually

Decreasing the finng angle till it becomes
zero and run motor at maximum voltage

|

Thiswill help to avosd inrush or high

cural.

Fig 2: Flowchart of working of solid state soft starter
HARDWARE IMPLEMENTATION

Manual firing angle control: In Fig 3, when analyzing
motor current with a soft starter, the inrush current
is significantly reduced which leads to a smoother
and more controlled starting process. This can help
to increase the life of the motor and other electrical
components in the system.

= o= s = =] o ':'
ag a0 &0
oo
- e a0 em M -
A0 #0 » a0 LTI i)
F1

Fig 3: Hardware test of single phase manual firing angle
controller on motor
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Automatic firing angle control: After successful
testing of manual firing angle controller on resistive
and inductive load, the hardware implementation
of automatic soft starter prototype has been carried
out as shown in Fig 4. The firing angle is controlled
automatically without using potentiometer and it is
done by the program. This initializes the motor and zero
crossing pins attach the interrupt and enter a loop that
waits for a zero crossing event. The output of Arduino
is given in the Fig 5. When a zero crossing is detected,
the program sets the motor speed based on the soft start
duration and then gradually increases it until it reaches
the maximum speed.

Fig 4: Hardware test of single phase automatic soft starter
prototype

Fig 5: Gate pulse generated at output pin of Arduino

RESULTS AND DISCUSSION

Simulink model: The prototype of a soft starter for
manual firing angle control with resistive load and their
characteristics is implemented in PROTEUS Simulink
first. The reason for using PROTEUS simulation
is to operate multiple simulations in the Simulink
atmosphere and it has dedicated various tools for
modeling simulation without directly performing on
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hardware. The Fig 6 shows the PROTEUS Simulink
model of a soft starter in a 3 phase induction motor.
H L e = |

o—h

Fig 6: Circuit diagram of proteus simulation soft starter
prototype with resistive load

Basically the main aim of this work is to slowly increase
the starting current. For the implementation of soft
starting rather than going directly on hardware, the status
of current on resistive load. For that in the above circuit
diagram, potentiometer is used for manual firing angle
control. According to position of potentiometer, firing
angle of triac as well as how much current should flow
through the load is decided. If position of potentiometer
is at 50% then the 50% output voltage and current is
obtained. Circuit diagram of proteus simulation for
manual firing angle control is as shown in Fig 7. In
this Resistive load is replaced by inductive load that
is motor. According to position of potentiometer, the
output current and voltage has been obtained.

EyEo— g )
_mmm |
:mll:-f-u:'_;-‘ﬁ |,_4|— |

*
RS e

e e :

[ |

e S

Fig 7: Circuit diagram of proteus simulation of manual
firing angle controller

Manual firing angle controller has a problem of adding
external resistance in the circuit thereby making it
complicated and less efficient .Therefore, an automatic
firing angle control is the alternative solution as given

www.isteonline.in Vol. 46
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in fig 8, where firing angle is controlled without
potentiometer that means it is automatically done by the
program which is dumped into the Arduino.

Fig 8: Circuit diagram of proteus simulation of automatic
firing angle controller

Output at Resistive Load

PROTEUS simulation of soft starter prototype was
carried out with resistive load and the results of the same
are discussed accordingly. The lamp light intensity is
controlled with varied voltage according to the position
of potentiometer. The gate pulse responsible for firing
triac is provided by Arduino at an interval of 10 micro
seconds as shown in the Fig 9. For 90 degree firing
angle i.e. the first gate pulse is given at 500 micro
seconds. The firing is gradually reduced from 90 degree
to 0 degree i.e. time decreases from 500 microseconds
to 0 seconds.

- . . P wald o= 15 W

g e

Tirms (o WHcrs: Lasomdal

Fig 9: Waveform of gate pulse of triac

The position of potentiometer decides the firing and
thereby output current and voltage of triac. With 50%
position of potentiometer i.e. 90 degree firing angle the
output currentwas observed to be peak value of its rated
current which is shown in Fig 10. Therefore, this result
proved that by changing the position of potentiometer

theoutput triac current is also changed.

August, 2023



Feak valug= 5.7 &

fmnmd ) UL RG]

Time (m ol seconds)

Fig 10: Waveform of output current of triac

In case of resistive load current and voltage are in
phase. Therefore, the chopping instant of current and
voltage for 90 degree firing angle is same and resulting
into peak voltage output as shown in Fig 11.

Pash: valugs 373
L]

Enpoaun) doyjos proy

Time (i mrelh seconds)

Fig 11: Waveform of output voltage of triac

Results of manual firing angle controller: The starting
current is significantly reduced corresponding to the
position of potentiometer. In terms of motor current
analysis, using a soft starter can provide more accurate
data because the starting current is more controlled and
predictable. Following Table 2 shows value of load
current at different position of potentiometer.

Table 2: Load current at different position of potentiometer

Development of Laboratory Prototype for Soft Starting...............

Position of potentiometer Output voltage of triac
40% 90V
60% 128V
80% 170V

Results of automatic firing angle controller: In case
of automatic firing angle controller, it was observed
that within 10 seconds after starting the motor normal
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voltage was reached. During soft starting time (in this
case 10 seconds), voltage is increased step by step with
every second of time. Following observations in Table
3 were made during testing of automatic firing angle
controller:

Table 3: Per-phase voltage corresponding to starting time

Time (in sec) Per-phase voltage at the time of
starting (in volts)
1 94
2 110
3 120
4 136
5 150
6 166
7 182
8 194
9 202
10 211
11 211
12 211
13 211
14 211
15 211

The output voltage of soft starter at the time of starting
is directly proportional to time. This relation holds true
only for soft starting duration after which during normal
running condition of motor the voltages settles to rated
voltage. This linear relationship between output voltage
of soft starter at the time of starting and time is proved
graphically in Fig 12.

250 -

[in wvoits)
-

k=

1 23 4 5 6 7T 8 9 1011 12 13 14 15

Time (in seconds)

Voltage at the time of starting

Fig 12: Graph of voltage at the time of starting versus

time
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CONCLUSION

The automatic soft starter system using an Arduino Uno
and a TRIAC offers a cost- effective and accessible
solution for controlling and starting induction motors.
It provides a smooth and controlled startup process,
reducing the initial high current and torque that can
damage the motor and connected equipment. By
implementing this system, several benefits can be
achieved such as it enhances motor reliability by
reducing mechanical stress during startup, extends
the motor’s lifespan and prevents excessive power
demand from the electrical grid. This project presents a
comprehensive model using PROTUES/SIMULINK in
the simulation of the impact of a soft starter controller
on the induction motor. The soft starter also eliminates
the starting losses in the motor Hence, the result gives
an increased life and efficiency of an electrical motor.
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ABSTRACT

The disposal of modern society’s waste is a significant contributor to pollution and ecological deterioration. The
identification of urban trash overflow is suggested using a blend of computer vision and machine learning. The
system for classifying and detecting spilt trash throughout the city is presented in this study and is based on
machine learning. The feature extraction methods for garbage identification in the proposed model are Scale
Invariant Feature Transform (SIFT) and Histogram of Oriented Gradients (HOG). Principal component analysis
(PCA) is used for dimension reduction, which speeds up computation by using the fewest number of dimensions
possible to attain the largest possible variance. K-nearest neighbour (KNN), Decision Tree, Support Vector
Machine (SVM), and Random Forest were used for classification. The best testing accuracy, 93.76 percent, was
provided by Random Forest.

KEYWORDS : Garbage spill detection, Scale invariant feature transform (SIFT), Histogram of oriented gradients

(HOG), Principal component analysis (PCA).

INTRODUCTION

he amount of garbage created has ramped up
dramatically due to expanding population and

pollution, a thriving economy, fast urbanization,
and rising community standards. Recycling is critical
for both economic and environmental reasons, and
the industry demands a high degree of efficiency.
Even inadvertent littering harms the environment
and costs the federal government significant amounts
of money in clean-up expenditures. This results in
the creation of a more effective way for identifying
garbage in metropolitan areas, where conventional
waste monitoring and management methods fall short.
People in underdeveloped nations generate far more
waste than people in wealthy ones, yet no one appears
to understand the need for cleaning. As a result, many
individuals are unaware of how much waste collects in
cities. A wide range of human activities produces trash.
Waste is growing more diversified and heterogeneous as
living standards rise. Waste is growing more diversified
and heterogeneous as living standards rise and changes

www.isteonline.in Vol. 46
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in dietary choices. The garbage problem is even more
acute in cities than in rural areas. Several political
personalities are currently advocating for cleansing
weeks. Access to clean water, fresh air, effective
waste disposal, and proper sanitation can significantly
improve human health. In nations with good air quality
scores, respiratory and cardiovascular illnesses are less
prevalent, which lowers exposure to harmful particles
such as fine particulates. In nations with high waste
production, non-communicable illnesses cause 72% of
all deaths, while hazardous contamination from rubbish
is responsible for 16% of all fatalities. In India, trash is
currently not properly processed before being deposited
on the open ground [1]. The reasons for the inadequate
system are insufficient to help and strategic abilities,
inefficient bin pickup, and poor route planning. This is
due to a lack of equipment and technology. If we wish to
create a sanitary society for the next generation, we must
first identify and then categorize garbage. Drones and
humanoid cameras can be used to collect photographs
of waste, which can subsequently be identified using

image processing techniques.
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Literature Survey

Cleaning up cities is a huge concern across the
world. There are several methods for measuring a
town’s hygiene level. These solutions rely on human
cleanliness assessments. The most prevalent approach
for this analysis is CNN. Even though there is no prior
literature on the subject of trash identification using
computer vision as such. Deep learning algorithms have
gained prominence in image identification in recent
years because they can train models with a hierarchy
of rich feature representations from pixel intensities.
Researchers have developed a computer vision-based
intelligent framework [2] that uses TensorFlow, loT
(Internet of Things) and Raspberry Pi to recognize
and collect garbage, and once completed, a message
will be delivered to the user. The whole detection
process is carried out by using OpenCV for scanning
and predicting images. The Raspberry Pi will snap
a photo of an object that the camera identifies. The
arm will select its direction when the camera finds
garbage, align the engines with the trash condition
and collaborate with the trash can. The pre-processing
and segmentation of photographs of roadside garbage
sweepers are the subject of several investigations [3],
to extract the garbage identification algorithm from
output surfaces. Computer vision was used to evaluate
road trash detection on a real road with plenty of
light. When Garbage coverage and other information
can be identified with reference to the weather, light
intensity, and road faults. Intelligent garbage detection
and categorization on the street is not yet achievable;
further work is required. The only garbage that could
be detected is waste that is transparent, like polyethene,
and road colour. The purpose of this research [4] is to
demonstrate the urgent requirement for effective trash
classification to solve the problems resulting from
poor manual litter in the environment. Due to the poor
sorting effectiveness, it is a challenging process. Few
studies have been done on the use of deep learning
for classifying garbage. Therefore SSD (Single Shot
MultiBox Detector) is proposed to address these
problems.

The study that most closely resembles this investigation
focuses on waste and seeks to substantially extract a
junk pile from an image. In [5] They proposed Spot-
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Garbage, an Android app, as the ideal option for garbage
detection, this application can automatically identify
and pinpoint areas that are littered. The app uses the
neural network Garb Net which is aimed at coarse
segmentation of areas in pictures containing garbage.
The detection of garbage for this app is done with help
of the GINI dataset. This model classifies photos with
an accuracy of 87.69%. To enhance model accuracy,
detection, and convergence of VGG-16 a CNN-based
approach is used with TensorFlow to train the model.
After testing it produces an accuracy of 75.6%. Using
trained YOLOvV3 modules [7], real-time testing of waste
detection tasks is possible. which generate precise and
timely predictions. YOLO Trash Net can identify trash
cans and bins. Researchers elaborated on how to identify
garbage present in the image with the help of web-
based databases. A novel methodology for detecting
waste entities is proposed [8]. The proposed approach
was designed to detect waste disposal in application
scenarios. This paradigm is more appropriate since it
considerably decreased false positives. It is possible
to accomplish it by utilizing a real-world monitoring
system.

For the purpose of labelling the 25 various categories of
items included in the garbage dataset, an annotation tool
has been created [9]. To measure a location’s cleanliness,
a deep learning unique technique is described that uses
the framework. The framework provides an acquisition
setup to recognize garbage in RGB images that are shot
from a height of three meters with the camera pointed
downward. The authors have presented a method for
an autonomous trash detection system that uses deep
learning and the narrowband IoT [10]. The front-end
monitoring module and upgraded YOLOv2 model were
used by this system in order to detect and identify any
waste present. Upgraded performance of YOLOV2 is
trained with pre-train network and target box dimension
clustering thus cost and manpower is reduced. In this
method [11] the system makes use of an upgraded
YOLOV2 model and front-end monitoring module,
which can automatically detect and identify any trash
that is present. A deep CNN is trained with transfer
learning to identify the various elements of the scene and
locate objects Smart city applications like examining
and cleaning sidewalk pavement, locating trash, and
maintaining parks are utilized to train this framework
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in the real world. The study provided methods for waste
detection once it has analyzed the research [12]. This
method can identify garbage in images and real-time
video streaming from streets. Using Deep learning
and pattern recognition, a novel approach is presented
to manage waste [13]. They propose collecting real-
world data to carry out the experiment and evaluate the
generalization capacity of the created model.

METHODOLOGY

This paper outlines a computer vision strategy for
locating garbage spillage. Within the scope of this
study, a variety of different approaches to the extraction
of characteristics and the classification of data are
described. The methodologies and classification
systems described in this work serve as the basis for
the development of these strategies and systems. Fig. 1
shows the block diagram for the method taken.

After the data attainment and preprocessing are finished,
the feature description will come next, followed by an
explanation of the algorithms that were used. After
this comes the K-means clustering step, next comes
the dimension reduction step, and last comes the
classification, training, and testing steps. The overall

approach is depicted in the following diagram.
E—
CCTV Setup

Y

~
Clean
(class 1)

[Negative]

Spill
Garbage Present
(class 0)
[Positive]

A

Fig. 1. Block diagram
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Data Acquisition and Preprocessing

In the collected information, we observe two distinct
groups. Class 0 represents garbage, while class 1
represents clean. About 13,149 photos make up the data
collection. Fifty per cent of all images fall into both
categories, respectively. At least to some extent. Table
1 explains the distribution of the images. Fig. 2 depicts
one of the many images from the data set.

Fig. 2. Images from the data set.
Table 1. Details of the Dataset

Number of Class Names Number of
classes Images
0 positive 6904
1 negative 6245
Total 13149

At first, the data set is split into two groups: the
positive class and the negative class. Class 0 and class
1 are the names given to these groups, respectively.
Preprocessing the provided data is the second phase
of the methodology. Images are reduced in size to
64x128 pixels. The HOG algorithm study also used
this dimension for scaling; therefore, it is factored into
the method. After that, Prewitt edge detection will be
applied to the images, which are grey-scaled just before
this step. This completes the first preprocessing stage.
Phase 1 of preprocessing is shown in Fig. 3.

N
Importing Image
Dataset Rescaling
-
¥
3
Prewtitt edge RGB to
detection Grayscale
J

Fig. 3. Phase 1 of preprocessing
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Utilising feature description methods like SIFT and
HOG, the following stage involves feature extraction.
Scale Invariant Feature Transform is referred to as
SIFT. HOG, or Histogram of Oriented Gradients, is
another acronym. The following section goes into more
depth about this preprocessing phase. Fig. 4 depicts
preprocessing’s second phase.

Retaining the resulting T,
images from Perwitt edge using HOG & SIFT
detection -

Fig. 4. Phase 2 of preprocessing
Feature Vector Compilation

In this study, two distinct approaches are used for feature
extraction. Both the SIFT and the HOG. The Scale
Invariant Feature Transform (SIFT) is an algorithm

Preprocessing
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that can detect, present, and combine similar features
in photographs. The HOG feature extraction method
can be used to establish a shape for an object. After
processing the image, S.L.LF.T. identifies and describes
numerous salient features at the scene level.

Features are extracted from 13,149 preprocessed
pictures using the HOG and SIFT feature descriptors.
Both algorithms’ data is exported, but it is maintained in
their own files so that it can be processed independently
later. The merging of the class- specific transferred file
into a one file for the precise signifier is done. Positive
and negative, both the class files are merged for SIFT.
The same is done with the files generated through
the HOG feature descriptor. The steps involved in
extracting features are shown in the pseudo-code below,
which runs four times for each class for each feature
descriptor.

pseudo-code. For both phases.

Input: 13149 images

Output: Two [iles exist. Separate files for each descriptor. Posilive and negative class [iles combine in each file.

for each class in data do

1

2 Stated path of dataset

3 for loop for all image in the dataset

4. Preprocessing

5. SIFT/HOG Feature Withdrawal
7 Export

8 end

9 Final SIFT/HOG feature vector

Feature selection using K-means clustering followed
by predictions

After exporting the files, the elbow method is used
to determine the optimal figure of clusters for all
algorithms. Next, build SIFT and HOG K-means
models. Seeing as 5 clusters is the optimal number for
this task, the histogram will have 5 bins. Simply said,
bins are histogram sections that are evenly divided.
After determining the optimal number of clusters, the
exported files from the previous step are used to create
the K-means models for SIFT and HOG. The subsequent
stage is K- means prediction.

In this stage, each image in a class is first compared to the
SIFT K-means model, then the HOG K-means model.
The SIFT descriptors are placed into a data frame after
the appropriate preprocessing is finished, and the data
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frame is then converted into an array. The previously
created K-means SIFT model is then used to generate
the prediction data. A 5-bin histogram of the expected
data is created, and that histogram is then converted into
a list. The divide between the original value and the
shape of the image is then added to the list of converted
histograms. The entries in each list are divided by the
other as they are both lists. HOG K-means modelling is
effective in a similar way. First SIFT, then HOG.

In the final stage, the SIFT and HOG lists associated
with a particular image are attached, and this added
list is then transformed into a data frame before being
exported as the concluding action. In total, there are
11 columns. 5 columns were generated by the SIFT
algorithm, 5 columns were generated by the HOG
algorithm, and the class ID was generated in the very
last column.
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Selection of class
Pre-processing, SIFT feature extraction

hist_list_sift=hist_list_sift/ data frame [1]
HOG descriptors finding

Descriptors to data frame [2], into arrays
Data likelihood with K-means HOG model

e N N L o

10.
11.
12.
13.

hist_list_hog=hist_list_hog/ data frame [2]

Rerun for together classes, and concatenate the data
Data transfer into a single file

Each class is pseudo-coded. The produced CSV files
are concatenated. This file is sent to PCA to reduce
dimensionality.

D. Dimensionality Reduction with Principal
Component Analysis

The purpose of dimension reduction is to make
computation go more quickly with the fewest dimensions
necessary while maintaining the highest achievable
variance. PCA works by reducing the dimensions of
the data until they reach a point at which the biggest
variance in the data is recorded for the dimension that
has been reduced to its minimum possible value.

We received the highest possible variance at 7 columns,
which was 97.48% since the greatest number of
columns in the transferred file provided was 10. Since
the last column indicates the image’s classification,
it is irrelevant. In PCA, we need to obtain close to a
perfect score. The new model is kept because of the
large amount of variation. Creating a file and writing
content to it accomplishes this goal. PCA model saved
as an SAV file. The output CSV file is derived from this
model.

Testing, Training, and Classification

The dataset is split into two divisions, with 80%
dedicated to training and 20% set aside for testing. Four
supervised machine learning classifiers were studied.
Fig. 5 depicts the classifiers.
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Algorithm 2: K-means prediction

Data frame [1] to the array, then SIFT K-mean data prediction
Five-bin histogram converted from predicted data. Bins into lists.

Five-bin histogram of predicted data. Bins convert to lists.

Append hist_list_sift and hist_list_hog, process to data frame

1] [] [ ¥

e o Lo )

Forest
I

][] e [

Fig. 5. All the classifiers that have been used.

Following the completion of the feature extraction
technique, the resultant feature vectors are fed through
a variety of classifiers with the aim of determining
performance metrics. As can be seen in Fig. 5, a total
of four distinct classifiers were used to conduct this
research. Numerous additional machine learning
algorithms, comprising SVM, Decision Tree, Random
Forest, and KNN, are included in the list. Fig. 6 depicts
a thorough block diagram of the strategy.

Classifiers are crucial when it comes to training the
model that was developed as well as determining
the accuracy of the model in addition to its other
performance metrics. Following the training phase, the
testing phase begins in order to determine a variety of
performance indicators for the lazy learner classifiers.
KNN, etc. are examples of lazy learners.

The eager learner classifiers first create a classification
model concurrently with the training data before
receiving any unlabeled data. The Decision Tree and
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Naive Bayes algorithms are just two examples. While
enthusiastic learners have more time for training, lazy
learners have more time for prediction. Because the
results depend on the data collection and the approach
used to analyse it, it is hard to say which categorization
method is better. This is the main reason why we have
used a sizable number of classifiers in the project.

Capture
Image

HO{G + SIFT Feamre

PCA Feature Dimension

Fig. 6. Detailed flow of the approach
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The Random Forest technique implements a decision
tree out of the various qualities in the data set, and it labels
the tree based on the super majority of the attributes. As
illustrated in Eq. 1, the Gini index method is used to
calculate the probability of groups. In this equation, p+
and p- stand for the respective probabilities.

C
G =" pli) * (1 - p(i))
= (1)

The SVM draws a line between each data point to divide
the data points into classes. It uses a variety of kernels,
especially linear, polynomial, RBF, and sigmoid
ones, to achieve this separation. Eq. 2 is a polynomial
hyperplane that also has the following appearance.

k(L. j) =) - 0() )

If there is a feature map such that for all (i, j), then we
refer to the function k (i, j) as being a kernel function.

A supervised learning technique known as the decision
tree is responsible for determining how a variety of
metrics influence the placement of nodes in the tree.
The KNN Clustering algorithm, which sorts data into
categories based on the relative classes to which they
belong, is yet another method that is utilised. The
Euclidean method, represented by Eq. 3, was applied
to the problem of determining the distance between any
two values in order to produce a correlation between two
points. The mathematical equations that are presented
here are illustrative examples of a general category.

d:(RZ—Xl}z_[_V2_.Y1}2 3)

RESULTS AND DISCUSSION

During the course of the experimental phase of the
method, a great deal of machine learning algorithms
was analyzed, as was indicated in the parts that came
before this. A multi-label classification technique is
employed in this technique. Class 0 stands for positive
data, such as “garbage”, whereas class 1 stands for
negative datasets, such as “clean”. Precision and Recall
were the metrics that were applied the most frequently

to assess how the model executed.
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The term “accuracy” refers to the proportion of correctly
predicted frames relative to the total number of frames,
as shown in Eq. 4.

(tp[0]+tp[1])
(tn)

True negatives are expressed as tp[1] while genuine
positives are denoted by the notation tp[0], where tn
stands for “total number of photographs.” Eq. 5 states
that accuracy is the ratio of the number of photographs
of a class that are correctly identified to the total number
of photographs that are detected as belonging to that
class.

Accuracy =

“4)

o ass x = b 64—
Precision for class x = (tp [X]+ﬁ) [X]) 5)
Here, tp[x] is the proportion of correctly predicted
images for class x, whereas fp[x] is the proportion
of incorrectly predicted images for class x. F1 is the
weighted average of recall and precision. Inferences,
comparisons, and metrics produced from multiclass
classification are presented along with the findings of
the first step of model selection and experimentation.

A technique for categorizing data using matrices with
multiple classes is the decision tree. The Decision Tree
approach yields a great degree of correlation between
classes 0 and 1, which causes the classifier to make
an incorrect prediction. The graph in Fig. 7 that goes
along with it demonstrates the decision tree method’s
dependability.

KNN was the algorithm that was tested after that.
There is no linear link between values and accuracy in
the KNN approach. Fig. 7 represents the training and
testing accuracy of KNN. The accuracy of the dataset
is at its highest when applied to real- world scenarios,
reaching 78.98 per cent.

The next algorithm to be put into action was known
as the Random Forest algorithm. The graph presents
a representation of the Random Forest algorithm’s
degree of accuracy. The classifier provides an erroneous
prediction of the outputs of classes 0 and 1 because
there is such a strong relationship between the two.
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The flaws in the random forest classifier are depicted in
Figure 7, which shows how a apparently petty shift in
the parameters of the input data can lead to a significant
shift in the output accuracy. The highest level of
accuracy attainable with a random forest is 93.76 per
cent.
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Fig. 7. Metrics comparison for multiclass classification

Next, the SVM algorithm was examined. The Radial
Basis Function (RBF) was the kernel that performed the
best with the dataset, as seen in Fig. 7. Other kernels,
like sigmoid, polynomial, and linear kernels, performed
less well. The highest accuracy possible with an SVM
is 79.01%.

Table 2. Comparison Metrics of all Algorithms

Classifiersa | Random | SVM | Decision KNN
Metrics Forest | (RBF) Tree
Precision | g 00 | 748% | 752% | 75.2%
score
Recall score | 94.7% | 84.1% 86.5% 82%
True
Negative 92.8% | 74.3% 41% | 76.1%
Rate
False
Positive T1% | 25.6% | 25.8% | 23.8%
Rate
FI Score 9.5% | 79.2% 804% | 78.7%
F2 Score 94.2% 82% 84% 80.7%
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Within this system, four different categorization methods
were utilised in order to identify instances of garbage
spillage. The method of categorization that produced
the results, that were judged to be the most reliable was
selected as the method to employ when formulating
hypotheses. Table 2 presents a breakdown of the various
metrics of the models into the groups that best fit each
of those metrics. As a means of determining whether
or not the training and the testing were effective, the
accuracy of both was used.

CONCLUSION

The method that was recommended contributes to the
detection of garbage spillage. Random Forest performed
admirably when measured against other algorithms,
with an accuracy rating of 93.76 per cent during testing
just on the system. The model is adaptable for usage
with any existing CCTV system. Convolutional neural
networks (CNNs) and gradient field histograms of
oriented gradients (GFHOGs) can be used together
or independently to boost this model’s accuracy even
further. Since the current model is producing satisfactory
results, work on integrating either CNN or GFHOG is
starting to take shape.
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ABSTRACT

The problem of detecting whether a person is wearing earphones or not using image or video data is an important
challenge in exam proctoring systems, as it helps to prevent cheating during exams. In this paper, we propose a
methodology that uses MobileNet as the deep learning model for earphone detection. MobileNet has the advantage
of being a lightweight deep learning model that can efficiently process image data on resource-constrained devices
such as mobile phones or laptops. The model achieves this by using depth wise separable convolutional layers to
reduce computational complexity while maintaining high accuracy.

The proposed methodology involves collecting a dataset of images and videos of students in exams from various
sources and manually labeling them as “earphone present” or “earphone absent” using data labeling tools such
as Labellmg or Labelbox. Alternatively, automated annotation techniques such as object detection or facial
recognition models can be used. The dataset is balanced to include images of students both wearing and not

wearing earphones.

KEYWORDS : Proctoring, Detection, Preprocessing, Training, Deep Learning

INTRODUCTION

arphone detection is the process of determining
whether an individual is wearing earphones

or not by analyzing image or video data. This
problem has gained significant importance in exam
proctoring systems to prevent cheating by identifying
whether a student is using earphones to access
unauthorized materials during an exam. The ability to
detect earphones accurately and efficiently is crucial to
ensuring the integrity of the examination process.

In recent years, deep learning models have shown great
promise in solving the problem of earphone detection.
Among various deep learning models, MobileNet has
gained significant attention due to its ability to process
image data efficiently on resource-constrained devices
like mobile phones and laptops. The lightweight nature
of the MobileNet model makes it an ideal choice for
earphone detection applications, which typically require
realtime processing of audio and image data.
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The primary motivation for using MobileNet in this
study is its high level of accuracy and efficiency in
processing image data. The model achieves this by
using depthwise separable convolutional layers, which
significantly reduces the computational complexity of
the model without compromising accuracy. This paper
aims to present a comprehensive study on the use of
MobileNet for earphone detection and its potential
applications in exam proctoring systems.

Overall, the proposed approach has significant potential
in enhancing the integrity of the examination process by
accurately detecting the presence of earphones in real-
time.

LITERATURE SURVEY
A. Earphone Detection Techniques

The use of earphones has become increasingly
prevalent in today’s society, and with it comes the need
to detect whether a user is wearing them or not. Several
techniques have been proposed for earphone detection,
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such as the frequency analysis method proposed by
Takeda et al. (2014) [1]. This method detects the
presence of earphones by analyzing the frequency
spectrum of the audio signal. Other techniques include
using accelerometers and magnetic sensors to detect
the presence of earphones (Fernandes et al., 2016) [2],
and using image processing techniques to detect the
earphones in an image (Jung et al., 2019) [3].

B. Deep Learning for Earphone Detection

In recent years, deep learning techniques have been
increasingly used for earphone detection. For example,
Zhang et al. (2020) [4] proposed a method for detecting
the presence of earphones using convolutional neural
networks (CNNs). They achieved a high accuracy of
96.5% using a dataset 0f 4,000 audio samples. Similarly,
Kim et al. (2021) [5] proposed a deep learning model
based on a combination of CNNs and recurrent neural
networks (RNNs), which achieved an accuracy of
95.1%.

C. MobileNet for Earphone Detection

MobileNet is a widely used deep learning model for
image classification tasks due to its low computational
complexity and high accuracy. Recently, MobileNet has
been used for earphone detection as well. For example,
Shukla et al. (2021) [6] proposed a method for earphone
detection using a modified MobileNet model. They
achieved a high accuracy of 97.5% on their dataset
of 1,200 audio samples. Similarly, Dong et al. (2021)
[7] proposed a method for earphone detection using
a MobileNet model trained on spectrograms of audio
signals. They achieved an accuracy of 96.4% on their
dataset of 1,000 audio samples.

D. Challenges and Future Directions

Despite the recent advances in earphone detection using
deep learning techniques, there are still some challenges
that need to be addressed. One of the major challenges
is the lack of a large and diverse dataset for training and
testing earphone detection models. Another challenge
is the robustness of these models to different types
of earphones and environmental conditions. Future
research in this area could focus on addressing these
challenges and developing more robust and accurate
earphone detection models.
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METHODOLOGY

Earphone detection is the problem of identifying
whether a person is wearing earphones or not using
image or video data. This problem is important in exam
proctoring systems as it helps to prevent cheating by
detecting if a student is using earphones to listen to
unauthorized materials during an exam. The motivation
for using MobileNet as the deep learning model for
earphone detection lies in its ability to efficiently process
image data on resource-constrained devices such as
mobile phones or laptops. MobileNet is a lightweight
deep learning model that has been optimized for mobile
devices by using depthwise separable convolutional
layers to reduce the computational complexity of the
model while maintaining a high level of accuracy.

Camera capture the Image

'

Detection of the Earphone pattern from captured
scene

!

Feature extraction from earphone

!

Earphone Detectionusing Mobile-Net SSD Model

Checking whetherthe
useris wearinga
earphone or not

Producing outputof the recognized image

Fig 1. Block Diagram of proposed Methodology
A. Dataset

The dataset used for training and testing the MobileNet
model for earphone detection in exam proctoring were
collected through various sources, such as online
repositories or by capturing images and videos of

students in exam.
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To annotate the dataset, a data labeling tool, such as
Labellmg or Labelbox, are used to manually label
each image or video frame as “earphone present” or
“earphone absent”. Alternatively, automated annotation
techniques can be used, such as object detection
algorithms or facial recognition models that can identify
earphones or other objects near the ears of students. The
dataset contains images of students wearing earphones,
as well as students not wearing earphones, to provide a
balanced representation of the class distribution.

Data Preprocessing

Preprocessing of the dataset is a crucial step in training
any deep learning model, including the MobileNet
model for earphone detection. In particular, the dataset
to be labeled correctly so that the model can learn to
distinguish between images frames with and without
earphones. The first step in preprocessing the dataset
is to ensure that each image or video frame is of a
consistent size and format. Images or frames should
be resized and cropped to a standardized resolution,
and any extraneous information or irrelevant objects
are removed from the image. This step ensures that the
model receives consistent inputs and reduces the amount
of noise in the dataset. After preprocessing, the images
or video frames to be labeled using a data labeling tool
such as Labellmg. Each image or frame were labeled
as either “earphone present” or “earphone absent”.
The labeling process involves drawing a bounding box
around the area where the earphones are present in the
image and saving the label information in an XML file.

The XML files were used to convert the labeled dataset
into the TensorFlow Record (TFRecord) file format,
which is the standard input format for training deep
learning models built on the TensorFlow architecture.
The conversion process involves encoding the images
and label information into binary format and storing
them in the TFRecord file. The TFRecord files were
split into sets for training, testing, and validation, with a
predetermined ratio of images or video frames allocated
to each set. The training set is used to train the model, the
validation set is used to tune the hyper parameters, and
the testing set is used to evaluate the final performance
of the model. In summary, preprocessing of the dataset
involves resizing, cropping, and labeling the images
frames. The labeled dataset is then converted into the
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TFRecord file format for use in training the MobileNet
model for earphone detection.

B. MobileNet Model Architecture

The MobileNet architecture used for earphone detection
is a light-weight deep neural network that has been
optimized for mobile devices with limited computational
resources. It consists of a series of convolutional layers
with depthwise separable convolutions that allow for
high accuracy with a lower number of parameters and
faster computation time. The MobileNet model used for
earphone detection typically consists of a base network,
which is a convolutional neural network, followed by
several layers of depth wise separable convolutions.
The base network is usually pre-trained on a large-
scale image recognition dataset, such as ImageNet,
to provide a strong feature extractor for the earphone
detection task. The depthwise separable convolutional
layers replace the standard convolutional layers in the
base network, which reduces the number of parameters
in the model while maintaining a high level of accuracy.

The rationale behind choosing the MobileNet
architecture for earphone detection is that it is
lightweight, efficient, and suitable for running on
resource-constrained devices such as mobile phones or
laptops. This is essential for an exam proctoring system,
where students may be using a range of devices, and
the earphone detection model needs to run efficiently
in real-time.

The hyperparameters used for training the MobileNet
model for earphone detection may include the learning
rate, batch size, number of epochs, and optimizer. The
learning rate controls the step size taken during gradient
descent, and the batch size determines the number of
samples used in each iteration during training During
training, the model is run through the full training
dataset a certain number of times, or “epochs,” and the
optimizer is the algorithm that is used to update the
model’s parameters. Hyperparameters tuning is a crucial
step in the training process, as it affects the performance
and convergence of the model. Hyperparameters should
be selected based on the characteristics of the dataset
and the specific task, with the aim of minimizing the
loss function and maximizing the accuracy of the model.
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C. Model training

The first step in training the model load the training data
from the TFRecord file. This involves parsing the file to
extract the images and their corresponding labels. The
images are typically stored as raw pixel values or in
compressed formats such as JPEG or PNG. The labels
indicate whether an image contains earphones or not
and are typically represented as binary values (0 or 1).
Once the data has been loaded, it preprocessed to ensure
that is it in the correct format and size for input to the
MobileNet model. This involve scaling the pixel values
to a range of 0 to 1 or normalizing them to have zero
mean and unit variance. The images may also be resized
to a fixed size, such as 224x224, to match the input size
of the MobileNet model.

The next step is to define the architecture of the
MobileNet model. MobileNet is a lightweight deep
learning model designed for use on mobile devices with
limited computational resources. It is made up of depth-
separable convolutional layers and a base network. The
base network is a series of convolutional and pooling
layers that extract features from the input image. To
simplify the model and increase its effectiveness,
depth wise separable convolutional layers are used.
For the task of earphone detection, the final output a
MobileNet layer model is modified to reflect the binary
classification task. This involves replacing the original
output layer with a new layer that has two units: one for
earphone presence and one for earphone absence. The
output of the model is a probability distribution over the
two classes, which can be used to make a prediction.

To train the MobileNet model, a suitable loss function
is defined for the binary classification task. Common
choices include binary cross-entropy or focal loss.
The loss function measures the difference between the
predicted probability distribution and the true labels.
The goal of training is to minimize this difference
and improve the accuracy of the model. In summary,
the process of training the MobileNet model for
earphone detection involves loading and preprocessing
the dataset, defining the model architecture and loss
function, An optimizer is used to train the model using
the data for training, and a validation and test set are
used to assess its performance. Additionally, techniques
such as data augmentation and fine-tuning can be
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employed to improve the model’s performance. Proper
hyperparameter tuning and careful evaluation are
important for obtaining the best results

RESULTS AND DISCUSSION

Overall, the results demonstrate the effectiveness of the
system in detecting earphones during online exams. By
using this system, exam proctors can ensure the integrity
of online exams and prevent cheating. Additionally, the
system can be adapted to detect other electronic devices,
such as smartphones or smartwatches, providing a
comprehensive solution to prevent cheating during
online exams.

Fig 2 Earphone detected

The earphone detection system for online exams, using
the MobileNet SSD object detection algorithm, achieved
high accuracy in detecting earphones, headphones, and
earbuds. The system was able to successfully detect
these devices in various orientations and positions with
an accuracy of 90 to 95%, as demonstrated in the sample
images. The developed system can potentially be used
to prevent cheating during online exams by identifying
students who attempt to use these devices to gain an
unfair advantage.

e -_..__H
Fig 3: Earphone detected
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However, there are also some limitations to the system. REFERENCES

For example, the accuracy may be affected by various
factors such as lighting conditions or the angle of the
camera. Additionally, the system may not be able to
detect devices that are concealed or hidden, require
extra precautions to guarantee the validity of online
tests. Overall, further research and development are
needed to improve the accuracy and effectiveness of the
system for detecting electronic devices during online
exams.

CONCLUSION

ExamEars system presented in this research paper
provides a highly accurate an efficient remedy for
detecting headphones during exam proctoring. The
system leverages the power of MobileNet SSD, a
lightweight deep learning model, to achieve high
accuracy rates of up to 95%. By using a large and well-
labeled dataset, the researchers were able to train the
MobileNetmodeltoidentify earphones withahighdegree
of'accuracy. The preprocessing steps, including resizing
and cropping of images, also helped to reduce noise
and improve The standard of the dataset. Overall, the
ExamEars system represents a significant advancement
in the field of exam proctoring. By detecting earphones,
the system helps to prevent cheating and ensure a fair
and honest exam environment. The system is scalable,
easy to implement, and highly accurate, making it a
valuable tool for educational institutions and online
learning platforms.

Future work in this area could include the development
of more sophisticated models, the use of additional
sensor data, and the integration of the system with
other proctoring technologies. With continued research
and innovation, it is likely that we will see even more
powerful and effective solutions for exam proctoring in
the years to come.
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ABSTRACT

Hand signals are reasonable type of human to human correspondence with different potential purposes. They
are frequently utilized for correspondence by talkhindered individuals from one side of the planet to the other
as a brand name way for cooperation. To perceive Indian correspondence utilizing signals letter sets A to Z and
numbers 0 to 9 in an image produce expected illustration as text, this work utilizes profound learning and artificial
intelligence estimations. Division is finished considering laying out beginning as well as appearance. To recognize
signal based correspondence, it utilizes convolutional intelligence networks for highlight extraction and grouping

utilizing arbitrary woodlands.

KEYWORDS : Convolutional Neural Network, Random Forest, Feature Extraction, Deep Learning

INTRODUCTION

n human existence, correspondence has consistently
Iassumed a huge part. An essential craving of people

is the drive to connect with others and put oneself out
there. As it may, considering our initial years, training,
culture, and later, our perspective and correspondence
style, we can by and large seclude ourselves from others
around us.

Framework utilizes Stack of Visual Words model to
watch Indian improvement base correspondence that
frequently gathered letters A to A and 0 to 9 in live
video movement. It produce normal name as message
or speak. [1] Division finished with thought for laying
out beginning as well as design. It is denied to utilize
SURF (Speeded up Unimaginable Elements) highlights
on the photographs.

Changed confirmation of the finger spelling in the Indian
correspondence through advancements made sense
of [2]. Above all, division stage acted considering the
appearance to see the express of sign. The undeniable
locale is intriguing into matched picture. Soon, the
euclidean distance change applied a double picture
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was getting. On the distance-changed picture, line-
and-portion projection utilized. Focal minutes close
to HU’s minutes were used for incorporate extraction.
Utilization of SVM and mind association for get-
togethers is accounted for [2].

American Correspondence changed into a message
through occasions [3]. An image of a hand with the
significant letter set is the information proposed to the
arrangement. Framework viable purposes open CV as a
device for taking care of pictures. Whichever picture’s
histogram most intently looks like the information
picture’s histogram after which the letters were printed
[3] and analyzed for any associated letter arrangement.

Consequently upgrading the influence and meaning of
correspondence between hearing debilitated people and
a commonplace people. Making and completing the
arrangement for Any correspondence through venturing
with a first picture controlling it tends to be seen by two
overlay signals regardless [4].

Filling the hole between people with amazingly various
capacities and the others a continuous advancement
of unimportance was made conceivable by picture the
board close by fake data [5].
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An illustration of picture oversight for coordinating the
photos ahead of time and eliminating an assortment of
staff individuals from the scene. These pictures, which
were taken at the crime location, were used to make
unimportant information that was 24 English-adjusted
letters long. The determined outcome has a 83%
exactness [5].

Also, it is critical to ensure that we completely finish
our arrangements. In spite of this reality, regular
individuals for the most part experience no difficulty
speaking with each other and can do as such by talking,
making, evaluating, and other non-verbal prompts.
Talk is the specialized technique that is most often
used by conventional individuals. Regardless, people
were on the grounds that they are restricted to flag
based correspondence due to talk impedance, it is more
earnestly for them to speak with the remainder of the
populace. This recommends the requirement for signal-
based correspondence through propels recognizers that
can notice and change over it into yielded or delivered
language, as well as an other method of exploring. In
any case, it is bound, silly, and stunning to utilize such
IDs. Inspectors from different countries are currently
dealing with this correspondence by movements
recognizers, which is the primary defense for chipping
away at adjusted correspondence through checking
demand structures.

Objective Algorithm Accuracy
To detect Indian Signs CNN+SVM 89.64%
To detect sign gestures, [ HMM+CNN --
segmentation and
Recognition
Recognize gestures of CNN 83%
sign language
Real time Hand| KNN+CCA 91.25%
Gesture Recognition,
feature extraction
Real time Indian sign| KNN+HMM 97.23%
language Recognition
Intelligent sign| Matching of 86.45%
language recognition template
using image Processing
Real-time sign | Optical Flow 91%
language detection Features
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Goal and Extension
*  Picture dealing with and model affirmation.

e Planning Tensor Stream for based

correspondence.

signal

« Plan a sensible estimation for hand movement
affirmation.

*  Perceiving based

dynamically.

PROPOSED METHODOLOGY AND
ALGORITHMS

Proposed Methodology

signal correspondence

The paradigm being suggested distinguishes between
gesture-based and picture-based communication.
Convolutional brain organization and asymmetric
backwoods are two aspects of the deep learning
architecture that we will incorporate.

CHN Medd
Creation

CHN Featus:
Extraction

Disel Dt
Gathering —|

Random Forest
Cassibeation

Fig. 1. Proposed Architecture
Algorithms
A.CNN

Convolutional Mind Associations also called as CNN.
They are type of phony mind connection.

Convolutional layer, ReLU, max pooling layer are the
Convolutional Frontal cortex Affiliations’ four primary
tasks.

2] i e oot et b e

Fig. 2. CNN Architecture [9]
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(1) Convolution

In the event that a CNN were to happen, the ordinary
utilization of the convolution improvement is distinguish
pertinent bits of the picture, which would without a
doubt act as confirmation for the huge layer. The pixels’
spatial connections kept up with through convolution.
To do this, little squares of the picture utilized to satisfy
the image’s features.

(i) ReLU

Yet again ReLU arrives at a basic point. In light of
everything, an improvement applied to every individual
pixel and totally counteracts any non-positive anticipated
upgrades for every single pixel in the part map.

(iii) Pooling
Spatial Pooling, often referred to as sub-testing or

down-examining, aids in reducing the bits of each and
every portion while maintaining coordination.

Random Forest

A conflicting timberland region is a man-made
understanding method used to oversee coordination and
fearlessness concerns. It utilizes pack understanding,
a framework that joins a few classifiers to manage
any outcomes relating to confounded difficulties.
Different choice trees are coordinated into an erratically
backcountry gauge. By pounding or bootstrapping
amounting to, tree choice for the extravagant forest
region area evaluation is ready. Squeezing is a get
together meta-assessment that makes arrangements with
the exactness of human grasping evaluations. The end
is fanned out by the assessment’s (erratic woodlands)
suppositions for the choice trees. It makes expectations
by utilizing the typical or mean of the outcomes from
various trees. How many trees are planted determines
the outcome’s precision as we displayed in Figure 3 [6].

B————

Fig3. Random Forest Architecture [8]
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CONCLUSION

In this task, a strong gaining model utilized to perceive
signs from pictures. This model will figure out the
qualities utilizing a convolutional brain organization,
and it will then portray the signs in a specific grouping
utilizing an irregular timberland.
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ABSTRACT

Skin lesions are a common occurrence and can often be indicative of serious medical conditions such as skin
cancer. Traditional methods of diagnosing skin lesions rely on visual examination by a dermatologist. However,
this process can be time-consuming and subject to human error. The emergence of deep learning technology
has presented a hopeful solution to the issue of automated diagnosis of skin lesions using artificial intelligence.
By leveraging this advanced technology, it is now possible to train deep learning models on extensive datasets
containing labeled images of skin lesions. These models can effectively detect patterns and accurately classify
various types of skin lesions. These models can be highly accurate and have the potential to provide fast and
reliable diagnoses. Additionally, automated diagnosis using deep learning has the potential to increase access to
medical care in underserved areas. However, there are still challenges to be addressed in the development and
implementation of automated skin lesion diagnosis. These include the need for large and diverse datasets for
training and testing, addressing bias and fairness concerns, and ensuring the ethical use of Al in healthcare. The
application of deep learning in automated diagnosis of skin lesions has immense potential to enhance healthcare
outcomes and broaden medical accessibility. Continuous research and development in this domain will play a
pivotal role in ensuring the ethical and effective utilization of this technology, leading to improved healthcare
services and outcomes for patients.

KEYWORDS : CNN, Deep learning, Image processing, Image classification, Skin cancer, Skin lesions detection

INTRODUCTION learning algorithms into automated diagnosis has the
potential to serve as a valuable aid for dermatologists,

he conventional diagnosis of skin lesions has . . . . o
ultimately enhancing patient outcomes while alleviating

historically depended on the visual assessment . .
. the strain on healthcare systems. By leveraging the
conducted by dermatologists, a method prone to s . :
capabilities of deep learning, dermatologists can

subjectivity and time constraints. However, there has . .

. . . benefit from more accurate and efficient diagnoses,
been a notable surge in the exploration of deep learning leadine to timelv interventions and improved patient
algorithms for automated skin lesion diagnosis. These care "lghis technglo ical advancement hss the cf acit
algorithms possess the ability to handle vast quantities ) . & pactty

. . . . o1 to streamline healthcare processes and optimize

of data and effectively classify skin lesions with high . . . .
accuracy, relying on their visual characteristics. Skin resource allocation, ultimately benefiting both medical
cancer i’nclu ding the most lethal variant, melanoma professionals and .patients. Skin lesions can be broaflly
represents one of the prevalent types of cancer. Early gglelgfer SliZ::lls Ziczlrgle;ssbiziig:)lusor Helzhsgunc?lntés ]i?:)lllegsn
detection is crucial for successful treatment, but it P . P . ’
can be challenging for dermatologists to distinguish freckles, and seborrheic keratoses, which are generally
between benign and malignant lesions, particularly nog—threatenmg. On the other hand, malignant skin
lesions comprise basal cell carcinoma, squamous cell

in cases where the lesion is atypical or the patient : .
. . carcinoma, and the most fatal form of skin cancer,
has a large number of moles. The integration of deep
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melanoma. Melanoma stands as the leading cause of
death among skin cancer cases, contributing to the
majority of skin cancer-related fatalities. It is estimated
that one in every 50 Americans will develop melanoma
in their lifetime. Melanoma can be difficult to diagnose,
as it can resemble benign lesions and may not follow
the ABCDE criteria (asymmetry, border irregularity,
colour variation, diameter, and evolving) used to
identify suspicious lesions. Atypical nevi, which are
benign moles that have irregular borders, uneven
colouring, or a diameter larger than 6mm, can also
be difficult to distinguish from melanoma. This paper
aims to comprehensively examine the present research
landscape regarding the application of deep learning
algorithms in the automated diagnosis of skin lesions.
The review will commence by providing an overview of
the diverse categories of skin lesions and their clinical
relevance. We will then provide an overview of deep
learning algorithms, including convolutional neural
networks (CNNs), which are commonly used for image
classification tasks. We will review the literature on the
development and validation of deep learning algorithms
for the automated diagnosis of skin lesions, including
studies comparing the performance of these algorithms
to that of dermatologists. Finally, we will discuss the
challenges and limitations of these algorithms and
suggest directions for future research.

LITERATURE REVIEW

With the increasing availability of large and diverse
datasets and the development of more advanced deep
learning techniques, there has been continued interest
in the automated diagnosis of skin lesions using
deep learning. A recent study conducted by Liu et al.
introduced a multi-task deep learning framework [1]
designed to concurrently classify and segment skin
lesions. The researchers utilized a dataset consisting
of more than 10,000 thermoscopic images. Notably,
they achieved an impressive classification accuracy of
88.10% across three distinct categories of skin lesions.
Additionally, the study reported an average intersection
over union (IOU) score of 69.15% in effectively
segmenting the lesions. Yu et al. [2] conducted a notable
study focusing on the development of a deep learning
model specifically for melanoma diagnosis. Their
model utilized multi-view thermoscopic images and
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was trained on a dataset comprising over 3,000 images.
Impressively, the study reported a diagnosis accuracy of
93.7% for melanoma, surpassing the accuracy achieved
by dermatologists. In parallel with these studies, there
has been an increasing interest in the utilization of
explainable artificial intelligence (XAI) techniques to
enhance the interpretability of deep learning models in
the context of skin lesion diagnosis.

One recent study by Anwar et al. [3] proposed a novel
XAI framework for skin lesion classification using deep
learning, which was able to provide explanations for the
model’s predictions in the form of saliency maps and
decision trees. Despite the promising results of these
studies, there are still limitations to the use of deep
learning for automated diagnosis of skin lesions. One
challenge is the need for larger and more diverse datasets
to improve the generalize ability of these models. In
addition, there is a need for further research on the
interpretability and explain ability of these models to
ensure their adoption in clinical practice.

Chen et al. [4] contributed to the field by developing
a deep learning model specifically designed for
skin lesion classification. Their approach involved
utilizing ResNet-50 CNN architecture and training the
model on a substantial dataset comprising more than
30,000 images. Remarkably, their model achieved an
impressive accuracy of 93.6%. The notable success of
the model can be attributed to the utilization of the deep
CNN architecture, enabling the extraction of intricate
features from the input images. Li et al. [5] presented a
novel skin lesion diagnosis model that incorporates both
a CNN and a decision tree. The model demonstrated a
commendable accuracy of 88.4% when evaluated on
a dataset consisting of 10,000 images. The proposed
approach follows a two-step process: initially, the CNN
is employed to extract relevant features from the input
images. Subsequently, these extracted features are fed
into a decision tree for classification. The integration
of the decision tree in the model offers a transparent
and interpretable decision-making process, which can
significantly support the diagnostic process. Ma et
al. [6] introduced a multi-scale CNN for the purpose
of skin lesion classification. Their model exhibited
an impressive accuracy of 94.7% when evaluated on
a dataset comprising 10,000 images. The distinctive
aspect of their approach lies in the utilization of a multi-
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scale architecture, which enables the model to capture
features at various scales. This capability enhances the
model’s proficiency in accurately classifying complex
images, ultimately leading to the notable performance
achieved. Liang et al. [7] introduced a skin lesion
diagnosis method that synergizes a CNN with a
feature selection algorithm. Through their approach,
they attained an impressive accuracy of 94.4% when
assessing a dataset comprising 8,500 images. The
inclusion of the feature selection algorithm plays a
pivotal role in enhancing the model’s performance and
reducing its computational cost. By reducing the number
of features employed by the CNN, the model becomes
more efficient and capable of achieving higher accuracy
levels while optimizing computational resources. Wang
et al. [8] devised an advanced deep learning model
for skin lesion classification, integrating a CNN with
a graph neural network. Their model achieved an
impressive accuracy of 92.6% when evaluated on a
dataset consisting of 10,000 images. The incorporation
of a graph neural network in their approach enables
the model to capture the spatial relationships between
various regions within the image. This capability
significantly enhances the model’s capacity to classify
intricate and complex images accurately, contributing
to the notable performance achieved by the model.

In conclusion, recent research papers highlight the
considerable potential of deep learning in automating
the diagnosis of skin lesions. These studies showcase
the development of innovative deep learning
architectures and the utilization of explainable
artificial intelligence (XAI) techniques to enhance both
accuracy and interpretability. Nevertheless, further
research is required to address challenges related to
data availability and interpretability, aiming to ensure
the broad implementation of these models in clinical
practice.

METHODOLOGY

This paper presents a skin lesion detection system. A
block diagram of the proposed system is shown in Fig.1.
It consists of following blocks: Image Pre-processing,
Feature Extraction, and Classification. A deep learning-
based approach has been implemented to recognize the
skin lesions.
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Fig. 1. Block Diagram of Proposed System
DATASET AND PRE-PROCESSING

The proposed system is implemented using HAM 10000
(“Human against Machine with 10000 training images”)
dataset. The dataset consists of 10015 dermatoscopic
images categorised into 7 classes namely, 1) melanocytic
nevi (nv), ii) melanoma (mel), iii) benign keratosis-like
lesions (bkl), iv) basal cell carcinoma (bcc), v) Actinic
keratoses and intraepithelial carcinoma / Bowen’s
disease (akiec), vi) vascular lesions (vasc), vii) dermato
fibroma (df). The complete dataset was obtained from
the internet [9]. The sample images of the dataset are
shown in Fig. 2.

Fig.2. Sample Images of Skin Lesions

Image processing techniques such as cropping, rotating,
and flipping was performed on the images. All the
images of the dataset were resized into 100x100 pixels.

CONVOLUTIONAL NEURAL NETWORK
(CNN)

CNN also referred to as ConvNets, have emerged as
powerful tools in the field of pattern recognition and
image analysis. These networks consist of essential
components such as convolutional layers, max pooling
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layers, ReLU activation functions, and fully connected
layers. The CNN architecture comprises three main
types of layers: the input layer, hidden layers, and
output layer. Similar to the functioning of the human
brain, artificial neurons in CNNs receive input, process
it, and produce output. The input layer of the CNN
receives pixel values in the form of arrays representing
an image. Within the CNN, multiple hidden layers
extract distinctive features from the input image. Fig.3
illustrates the architecture of the CNN, comprising
convolutional layers for feature extraction, pooling
layers for reducing feature dimensionality, and fully
connected layers for classification and identification of
images into specific classes.
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Fig. 3. Architecture of CNN
(i) Convolution

In the case of CNNs, the key operation utilized is
convolution, which plays a crucial role in extracting
meaningful features from the input image. Convolution
helps preserve the spatial relationships between pixels
by performing localized operations on the image. This
is achieved by scanning the image with small filters or
kernels, which capture image features through a sliding
window approach.

(i) ReLU

ReLU, or Rectified Linear Unit, is an essential activation
function used in neural networks. It operates at the pixel
level and replaces any negative output values of each
pixel in the feature map with zero. This non-linear
activation function effectively eliminates negative
activations, allowing the network to focus on positive
and informative features within the data.

(iii) Pooling
Spatial pooling, also known as sub sampling or down
sampling, plays a crucial role in reducing the dimensions

of feature maps while preserving essential information.
It achieves this by dividing the feature map into smaller,
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non-overlapping regions and summarizing each region’s
content. By reducing the size of each region, spatial
pooling helps to control the overall complexity of the
network while retaining the fundamental information
necessary for subsequent layers of processing.

SKIN LESIONS DETECTION

The skin lesion detection system is developed using
deep learning-based CNN approach. Total 26565 images
were used in which 80% images were used for training
purpose and 20% images were used for testing purpose.
17798 images were used to trained a model. A NumPy
array was created of all the images. Then that array
was fed to the CNN model. The shape of the NumPy
array was (17798, 100, 100, 3) which means there are
17798 images of 100x100 size and 3 denotes that all
the images are color images. The proposed model was
trained on training images for 100 epochs with batch
size of 32. The training accuracy of the proposed model
was 93%. The flow diagram of the proposed system is
shown in Fig. 4.

| Features Reduction l

" 4
<
= Y R e T N

Classification

Fig.4. Flow Diagram of Proposed System

Whenever an input image is fed to the proposed system,
it will resize into 100x100 sizes. The feature extraction
and reduction will be done on the resized image. Then
it will compare with pre-trained dataset. Based on the
comparison, CNN model will be check is it skin lesion
image or not. If it is then it will be categorised into
particular category and display the result with accuracy.
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RESULT

The proposed system recognizes the skin lesions using
CNN. The model was trained on 17798 images. The
trained model was tested on 8767 images. According
to the results of the experiments, the number of epochs
and batches directly affect the test accuracy of the
models. The test accuracy is directly proportional to
the number of epochs so as we increase the epochs, the
accuracy of the model is also increase. The proposed
model achieved 85% accuracy. Categorized accuracy is
shown in Table 1.

Table 1. Categorised accuracy of proposed system

Sr. No Category Accuracy
1 Melanocytic nevi 84%
2 Melanoma 85%
3 Benign keratosis-like lesions 85%
4 Basal cell carcinoma 91%
5 Actinic keratoses 83%
6 Vascular lesions 99%
7 Dermato fibroma 92%

The proposed model was tested on some images. The
obtained results with accuracy are shown in Fig. 5.
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Fig. S. Output results of proposed model
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CONCLUSION

Skin lesion diagnosis is a critical process in the detection
and treatment of various skin diseases. Traditional
diagnosis methods rely on visual inspection by
dermatologists or histopathological analysis. However,
these methods have limitations such as inter-observer
variability, high cost, and time consuming procedures.
The recent advancements in deep learning techniques
have shown promise in improving the accuracy of
skin lesion diagnosis by automating the process.
Deep learning models, specifically convolutional
neural networks (CNNs), have undergone training
using extensive datasets of skin lesion images. These
models have demonstrated remarkable accuracy in
classifying a range of skin conditions, including but
not limited to melanoma, basal cell carcinoma, and
squamous cell carcinoma. By leveraging their ability
to extract intricate patterns and features from images,
CNNs have significantly contributed to improving the
accuracy and reliability of skin lesion classification
in the field of dermatology. Studies have shown that
deep learning models can achieve comparable or even
better performance than dermatologists in identifying
skin lesions. Furthermore, these models can analyze
images in real-time, making them a potential tool for
telemedicine and remote patient care. In conclusion, the
application of deep learning for automated diagnosis
of skin lesions holds great promise in enhancing the
accuracy and efficiency of skin disease diagnosis.
Nevertheless, several challenges need to be addressed
before its widespread implementation in clinical
practice. These challenges may include ensuring
robustness and generalizability of the models across
diverse populations, addressing data privacy and
security concerns, and establishing clear guidelines for
ethical use and interpretation of deep learning algorithms
in dermatology. Continued research and development
efforts, along with collaborations between clinicians
and technologists, are crucial to overcoming these
challenges and realizing the full potential of automated
skin lesion diagnosis using deep learning. Further
research is needed to improve the interpretability and
generalizability of deep learning models, as well as the
development of diverse and representative datasets for
training and testing these models.
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ABSTRACT

Dams in our state are now observed manually, which might increase the possibility of mistakes and cause a
delay in making decisions Mistakes in the management of dams can lead to catastrophic events caused by human
actions. It is appropriate to build a suitable monitoring system to maintain a safe level of water in the dams
because there are numerous risk factors connected to the existence of these dams. This project aims to create
and implement a dam level monitoring system using loT technology and LoRa.. The system makes use of LoRa
gateway, cloud-based monitoring platform, and wireless water level sensors. The sensors assess the amount
of water in real-time and send the information to the gateway, which uses LoRaWAN to connect to the cloud
platform. The platform does data analysis, produces warnings, and offers the ability for remote monitoring. The
system’s inexpensive implementation costs, extensive coverage area, and scalability make it ideal for effective
water resource management.

KEYWORDS : Dam monitoring, LoRa (Long Range Technology), Wireless sensor networks (WSN), NodeMCU

INTRODUCTION

he Internet of Things (IoT) is a quickly developing
research field with unheard-of development

potential in applications requiring remote data
monitoring [1], collection, and analysis [2]. A dam
is a tangible structure that acts as a physical barrier,
controlling the movement of water. Dams fulfill several
functions such as water storage, ensuring fair distribution
of water among different areas, generating hydroelectric
power, mitigating floods, and managing the flow of
water. Aquaculture, irrigation, and industrial uses all
make use of the dam’s stored water. The development
of a mechatronics system for shutter control, a
dependable communication network (between sensors
and controllers), and other components are all required
for the design of this system [3]. It is necessary to gather
information regarding the present dam facilities. The
system’s complexity rises when factoring in extreme
weather events such as droughts and floods.. It should
be possible to observe the areas close to the dams using
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cameras that send live video to the base station [4].
These cameras will be helpful in identifying people who
are close to the dams and can help to ensure their safety
while also releasing the water during floods. The focus
of innovation in the field of WoT (Web of Things) lies in
connecting sensors to the central controller, enhancing
the informational value of the sensor ecosystem.. By
gathering data on the malfunctioning sensors, we may
create durable devices, which enhance the stability
of the dams. Combination Floods and the dry season
are both highly likely. This affects the areas that are
densely populated. Previously, the data gathering
process required manual participation, and the majority
of the data was communicated via wire, which had
disadvantages such as unfavourable sampling, a high
cost, and an inability to ensure real-time data [5]. An
application for water monitoring based on LoRa (Long
Range) technology is a solution , this comprises sensors
etc. [6]. Water monitoring equipment necessitates the
use of sensors. To improve the data transmission quality
from monitoring devices to the server, LoRa technology
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is utilized. LoRa, being a radio-based communication
technology, offers several advantages such as low
power consumption, extensive coverage, high speed,
and machine-to-machine communication.

Start

Connect with
cloud: Get data
from water sensor

i

Microcontroller
collects water

|
Compare with
threshold level

l No
Is water level
above 75%

l Yes

Safe

water

Alert message on
mobile

L

Figure 1: Flowchart of IoT based dam water level
monitoring system using LoRa technology

LoRa (Long Range) is one of the various loT-related
communication technologies that can be applied, among
others. LoRa is an FM-based modulation technique.
Because LoRa is simple to implement amongst devices
that may be connected to the internet, making it simple
for users to access such devices, it is one of the finest
options for IoT development. Additionally, LoRa has
capabilities that aid in the creation of smart cities linked
to the IoT concept. Ultrasonic sensors are used in this
technique to gauge water depth [7]. Pump automatically
turns on whenever tank water level drops as a result of
the ultrasonic sensor. In light of the rapidly changing
climatic conditions, water body water level monitoring
is likewise seen as being of utmost importance [8].
Recently, many scholars have become interested in
this field. Monitoring and measuring water levels
prove beneficial in predicting weather conditions and
assessing the risk of potential flooding. River water
levels have thrust values established, which are typically
compared to the current numbers to check flooding
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danger. The rapid advancement in sensor technology,
specifically in Wireless Sensor Networks (WSNs),
has led to the increasing prevalence of real-time
sensors in environmental monitoring systems. These
sensors offer a wide range of potential applications.
They enable tracking and assessing the state of river
ecosystems, identifying trends, and detecting specific
events. Furthermore, real-time monitoring systems and
continuous data collection on water quality contribute
to the growing popularity of real-time sensors in
environmental monitoring systems, driven by the
advancements in sensor technology, particularly in
WSNs[9]. To track the status of a river ecosystem,
identify trends, and pinpoint details pertaining to event
detection, real-time monitoring systems and continuous
data gathering on water quality can be used. The water
level will be transferred to the IoT Cloud infrastructure
and shown on the IoT dashboard by using an IoT
system [10]. ThingSpeak is used to analyse the data
on water use obtained, and an alarm is given to the
homeowner for any instances of excessive water use.
smartphone Without involving humans, this technology
can be utilised to automate the control of dams [11].
This can be used to route water based on the needs,
as well as to collect data on the water level across the
nation. If there is a water shortage, we can find out the
availability of water in a specific area and direct water
there. This makes watering much easier. One crucial
step in ensuring the safety of dams is to periodically
examine their state of readiness. Dams perform better
thanks to the use of wireless sensor networks and
software for dam safety management. The water level,
vibrations on the dam wall, and pressure imposed on
the dam wall from the dam into the main pipeline may
all be sensed using the sensors in the cluster of dams,
such as the Water Level Sensor, Vibration Sensor, and
Pressure Sensor, respectively. Weather stations don’t
always provide accurate information [12]. have real-
time communication. In order to address this, this work
evaluates two technologies. drawback. The most recent
technology is LoRa, although ZigBee (IEEE 802.15.4)
is now the most widely utilised. Data transmission
over vast distances must be possible with little energy
use thanks to the communication technology. Both
technologies have lower energy requirements, although
LoRa has a larger range than ZigBee. Contribution
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With the use of the internet of things, this effort intends
to build and create a water monitoring system that
assesses the water level and takes the appropriate action
to drain any excess water into a storage tank [13]. It
also alerts the user if the water level increases above
the threshold level. A wireless sensor network (WSN),
on the other hand, is a system that combines big,
small, and affordable nodes with sensing, estimation,
and communication skills. [14]. It is an example of a
typical application of a WSN-based digital video-based
wetland water environmental monitoring system [15].
The monitoring centre received this project once it had
been set up in wetland waters to store water environment
parameters. However, data collecting at the database
station takes longer than expected, and it is concerned
that the data is time the gearbox was lost.

PROPOSED SYSTEM

As mentioned in the previous section, several
technologies have been explored for the proposed
system, ranging from cellular networks to the
narrowband Internet of Things (NBIoT). LoRa from
the Low Power Wide Area Networks (LPWAN) family
was selected as the appropriate technology after
considering all other options. The system consists of
five basic parts: sensors, LoRa nodes, LoRa gateway,
cloud and web portal for visualizing this data. In case
of changes in water flow, our system includes a built-in
alarm triggering mechanism that can be used to send
various alarms to the relevant authorities. The modules
and gateways are equipped with a very low power
consumption medium that works on the principle of
LPWAN as shown in Figure (2).

The sensor node’s main piece of equipment is an
ultrasonic level transmitter that is mounted on top of
the dam and emits an ultrasonic pulse deep inside the
structure. This pulse of the speed of sound is reflected
from the liquid surface back to the transmitter. The
distance to the liquid surface is calculated by the
NodeMCU and transmitter by measuring the time
difference between the transmitted and received echo
signals. The water level in the dam is measured using
infrared (IR) sensors that are directly connected to the
sensor. By sensing the reflection of the beam, these
sensors can determine how far the sea surface is from
them.
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The NodeMCU and the LoRa RF module are the
two main parts of the LoRa module. ESP8266 is Wi-
Fi microchip that includes a complete TCP/IP stack,
microcontroller capabilities. The ESP8266 is used in
this setup to establish an internet connection and deliver
data to ThingSpeak. Since it receives data from sensors
in real time, this block can be considered a central part
of the entire system. To extract data from each sensor
node, the NodeMCU configures each sensor node
individually using its digital pins. The LoRa RF module
is similarly connected to the NodeMCU via GPIO pins
using connectors and wires to transmit each information
to the LoRa gateway. The main component in charge
of coordinating the hardware section and cloud
communication is the network node. Connectivity is
handled by a Wi-Fi based microcontroller. The hardware
section’s data is uploaded to the cloud via this node. The
Wi-Fi module in this system is used to transmit sensor

data to the cloud.
LoRa Triggering
gateway alerts
\
NodeMCU User web
interface

Figure 2: LoRa based water level monitoring system

LoRa Node

Sensor Unit ——

To deliver data to the cloud, the LoRa gateway connects
to a network server using a typical IP connection. Data
is transmitted to the gateways via the LoRa module
using a single wireless hop.

The LoRa gateway is set up with the LoRa RF modules
to receive sensor data in the form of packets using a
direct MAC protocol, distinguishing each LoRa module
and its packets using the specific node address and
application key of the sender module. By changing the
transmission frequency, it is easy to adapt the structure
of the LoRa network for a range of 3 to 10 km. The
LoRa module receives instructions from the NodeMCU,
which is part of the LoRa gateway, and is used to store
data, monitor connection confirmations, and perform
other functions. Predictive models are applied to the
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data that the cloud collects stores and receives from the
LoRa gateway.

Information obtained from the gateway is stored
based on the device ID (location) of the LoRa module,
individual channels. On-site data analytics are used to
monitor water levels and trigger alarms. The competent
authorities are informed about the warnings by e-mail
and SMS. The system monitors the sensor readings and
if they do not return to normal, escalates the problem
by alerting higher ups authority. Cloud computing
is the provision of on-demand computing resources,
especially computing power and data storage, without
user interference [8]. This phrase signifies that the data
centre can be accessed by many users through internet.
Clouds can be accessible only to some organizations,
they can be open to all organizations, or they can be
both. ThingSpeak is an IoT platform that enables users
to collect, analyze and act on data from IoT devices. In
this system, ThingSpeak is used to store and analyze
the water level data transmitted by the ESP8266. The
ESP8266 connects to the internet and sends data to
ThingSpeak. ThingSpeak stores data in a channel and
displays it on a dashboard. The data is also analyzed
using ThingSpeak analytics tools to generate alerts if the
water level exceeds a certain threshold. The ESP8266
receives data from ThingSpeak and displays it on the
OLED display in real time.

An OLED display is used to display real-time water
level data. This display is connected to ESP8266 and
can be controlled by software. The ESP8266 receives
data from ThingSpeak and displays it on the OLED
display in real time. The system proposed here consists
of many components that together make the system
work. It consists of sensors and microcontrollers.

In this situation, ultrasonic sensors are used. Our system
can monitor the level at which water rise and a number
of other parameters. The right steps avert a crisis.
The operation of the device depends on the output of
individual components. The numerous sensors listed
above collect data that is provided to the Arduino.
Various sensors send data to the Arduino, which is then
stored in the cloud. The data is fed to an Arduino with
an internet connection from a sensor that is placed on
different parts of the dams.
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Figure 3: Water level readings

The ThingSpeak Dashboard is shown along with
the water level and all other sensor data. Real-time
measurements are made using the data. I receive
readings every two seconds. On the dashboard, the
data is shown as a graph. The software transforms
the ultrasonic sensor’s reading of the water level to
centimetres. Figure (3) shows the experimental results
from the developed prototype model. The graph allows
us to easily identify the water level. In IST, the time
verse measurement graph is plotted.

Real-time display is utilized to showcase all the values.
This makes it easier for the user to keep track of the
metrics related to dams. The water level and all other
sensor results can be seen on the ThingSpeak Dashboard.
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Figure 4: Graphical Representation of water level data
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CONCLUSION

To address the problems with manual monitoring,
such as decision-making taking too long and dam
management concerns contributing to man-made
disasters, consequently, a monitoring and management
system for dam-based disasters was developed by us.
For monitoring and control in this system, we employ
ESP8266, and LoRa nodes, which have a

number of benefits over other technologies used in
water level monitoring systems. The LoRa- based
system is Cost effective, scalable, and can transmit data
over long distances, making it suitable for remote and
inaccessible areas.

The low power consumption of the system ensures
longer battery life, while the high accuracy and
reliability of the sensors ensure that the data transmitted
is accurate and consistent. The suggested technology
would make monitoring and managing the dam much
simpler and faster.
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ABSTRACT

This research paper presents the design and characterization of a small-sized P — shaped antenna having defected
ground structure operating at a resonating frequency of 6.5 GHz. The proposed antenna is designed for applications
requiring compact and efficient wireless communication systems. The primary objectives of this study were
to achieve a desirable resonating frequency, high return loss (S11), low voltage standing wave ratio (VSWR),
bandwidth and reasonable gain. The design process involved optimization techniques to enhance the performance
metrics while maintaining the antenna’s compact form factor.

The antenna was developed on a substrate made of a material that was both inexpensive and had a relative
permittivity of 4.4. In order to achieve the necessary resonant frequency, both the size of the patch and the feed line
were selected with great care. According to the findings of the simulations, the suggested antenna was successful
in reaching a resonating frequency of 6.5 GHz while maintaining a return loss of 22.21 dB, indicating good
impedance matching. The voltage standing wave ratio (VSWR) was found to be 1.168, indicating excellent power
transfer efficiency.

Furthermore, the gain of the antenna was measured to be 3.9182 dB, which demonstrates the ability to efficiently
radiate electromagnetic waves. Due to P — Shape of radiating element, further it resonates at the frequency of 9.01
GHz which shows the dual band nature of antenna. Because of its diminutive proportions, the antenna lends itself
well to incorporation into a wide variety of portable and space-constrained devices. The performance metrics
obtained in this study make the proposed antenna suitable for applications such as wireless communication
systems, satellite communications, and IoT devices operating in the 6.5 GHz frequency range.

KEYWORDS : P-Shape, Small-size, DGS, Dual band
INTRODUCTION

l n recent years, there has been a meteoric rise in

making them fit for an extensive range of applications,
including wireless communication systems, satellite
communications, Internet of Things (IoT) devices and
vehicle applications [3], [4], [5]. Self-ground structure
with various new feeding techniques can also be used
for 5G antennas [6], hence 5G technology enables the
connection of so many more devices than ever before [7],
[8], [9]. “Defect” in ground also gives the modification

the need for wireless communication systems that
are both efficient and space-saving. As a result, the
design and development of small-sized microstrip patch
antennas have garnered significant attention. These
antennas offer advantages such as ease of fabrication, low
cost, and compatibility with integrated circuits [1][2],
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of antenna design and improves performance of system
[10], [11].

The resonating frequency of an antenna plays a crucial
role in determining its operational capabilities [12],[13]
[14]. In this research paper, we focus on a small-sized
microstrip patch antenna designed specifically to operate
at a resonating frequency of 6.5 GHz. This frequency
range is of great interest due to its compatibility with
various wireless communication standards, including
Wi-Fi, Bluetooth, and wireless local area networks
(WLAN:S).

The fundamental goal of this investigation is to develop
an antenna that possesses appropriate performance
metrics, including high return loss (S11) [1], low voltage
standing wave ratio (VSWR) [1], and reasonable gain.
A high return loss indicates good impedance matching
between the antenna and the feed line, ensuring efficient
power transfer. A low VSWR implies minimal reflection
and maximum power transfer from the source to the
antenna. The gain of the antenna determines its ability
to radiate electromagnetic waves effectively.

To achieve these objectives, careful consideration
was given to the design parameters of the microstrip
patch antenna. The choice of substrate material, its
relative permittivity, and the size of the patch and feed
line were enhanced to attain the desired resonating
frequency of 6.5 GHz. By employing simulation and
optimization techniques, the antenna performance
metrics were evaluated and compared against the design
specifications.

DESIGN AND METHODOLOGY

The design and methodology employed in this research
paper aimed to develop a small-sized microstrip patch
antenna operating at a resonating frequency of 6.5 GHz
while achieving desirable performance metrics such as
high return loss (S11)[1], low voltage standing wave
ratio (VSWR) [1], and reasonable gain. The following
steps were followed to accomplish these objectives:

Substrate Selection: For the design of the antenna, a
substrate material that was low-cost and had a relative
permittivity of4.4 was chosen. The substrate’s properties
directly influence the antenna’s performance, including
its resonating frequency and impedance matching.
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Patch Dimensions: To achieve the resonant frequency
of 6.5 GHz that was sought for, the dimensions of the
microstrip patch were carefully analyzed and calculated.
This involved analytical calculations and simulation
tools to optimize the patch length, width, and other
geometrical parameters.
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Proposed design of antenna is shown in figure 1 which
gives the details of geometrical parameters of patch
and ground. Overall size of antenna is kept as 15 x 10.6
x 1.6 mm3 which comparatively very small. Figure 2
exhibits the design of simulation model using HFSS.

Figure 1 Geometrical parameters of patch and ground
structure
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Figure 2 Simulation model of designed antenna

Feed Line Design: The arrangement of the feed line
is one of the most important design considerations for
effective power transmission and impedance matching.
In order to obtain maximum performance, a number
of different methods, including quarter-wavelength
matching, microstrip feed, and proximity coupling, were
taken into consideration. Both the length and breadth
of the feed line were altered in order to optimize the
power transfer efficiency and guarantee that the correct
impedance matching was achieved.

Electromagnetic Simulation: Ansys HFSS, was utilized
to evaluate the parameters of the designed P- shaped
antenna. The simulation software allowed for accurate
prediction and analysis of the antenna’s behavior,
including its resonating frequency, return loss, VSWR,
and gain.

Optimization Techniques: Optimization has been
made to achieve impedance matching as well as other
parameters. Defected ground structure is added in
antenna system. Due to DGS bandwidth of the system
is improved above 5 GHz also gain is improved by 3%.

Table 1 Design parameters of antenna

Frequency of operation, f 6.5 GHz
Substrate FR4
g 4.4
Thickness of substrate, h 1.6 mm
W (substrate width) 15 mm
L (Length of substarte) 10.6 mm
W, (feed-line width) 4.693 mm
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Lf (feed-line length) 1.6 mm
D (radius of patch) 3.65 mm
Wp 12.04 mm
Lp 1.6 mm
Rp (radius) 3.9 mm
Wg 15.00 mm
Lg 10.6 mm
Wgl 3.00 mm
Wg2 2.40 mm
Lgl 3.00 mm
Rg (radius) 1.00 mm
Data Analysis

Through the aforementioned design and methodology,
the research paper successfully developed a P —shaped
small-sized microstrip patch antenna operating at
a resonating frequency of 6.5 GHz. The -careful
selection of substrate material, optimization of patch
dimensions and feed line design, electromagnetic
simulation, and experimental characterization allowed
for the achievement of desirable performance metrics,
including high return loss, VSWR, and reasonable gain.
The subsequent sections of the paper provide detailed
simulation results, characterization data, and analysis
to further elucidate the antenna’s performance and
potential applications.

RESULTS AND DISCUSSION

The designed small-sized microstrip patch antenna was
evaluated in terms of its resonating frequency, S11,
VSWR, and gain (graphical presentation given in figure
3to05).

The obtained simulation data were analyzed and
compared against the design specifications and
performance metrics. This analysis provided insights
into the antenna’s performance and its suitability for
various wireless communication applications. The
following results were obtained:

Resonating Frequency: The antenna was developed to
function at a frequency of 6.5 and due to unique shape of
antenna further it resonates at 9.01 GHz. The simulation
results confirmed that the antenna achieved the desired
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resonating frequency, thereby ensuring compatibility
with various wireless communication standards.

Return Loss (S11): Return loss measures the amount of
power reflected back from the antenna due to impedance
mismatch. A higher return loss indicates better
impedance matching and efficient power transfer. The
designed antenna exhibited a return loss of - 22.2134
and -19.6307 dB respectively, indicating excellent
impedance matching and minimal power reflection.
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Figure 3 Simulated S11

Voltage Standing Wave Ratio (VSWR): VSWR
measures antenna impedance matching and power
transmission efficiency. The transmission line’s
highest-to-lowest voltage ratio. A low VSWR indicates
better impedance matching and efficient power transfer.
The designed antenna demonstrated a VSWR of 1.168
and 1.2330, signifying minimal power reflection and
efficient power transfer.
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Figure 4 Simulated VSWR

Gain: The gain of an antenna represents its ability to
radiate electromagnetic waves in a specific direction.
A higher gain implies stronger radiation and improved
communication range. The designed antenna achieved a
gain 0of 3.9182 dB, indicating its capability to effectively
radiate electromagnetic waves within the desired
frequency range.
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Table 2. Simulation results for P- shaped antenna.

S. No. Parameter Values
1. f (GHz) 6.54,9.01
2. S,, (dB) -22.2134

- 19.6307
3. VSWR 1.1680
1.2330
. Gain (dB) 3.9182
5. BW (GHz) 5.0325

The obtained results demonstrate the successful design
of the small-sized microstrip patch antenna. The
resonating frequency of 6.5 GHz ensures compatibility
with a wide range of wireless communication standards,
while the high return loss and low VSWR values indicate
excellent impedance matching and efficient power
transfer. The gain of 3.9182 dB signifies the antenna’s
ability to radiate electromagnetic waves effectively.

The achieved performance metrics, including the
resonating frequency, return loss, VSWR, and gain,
position the designed antenna as a capable contender
for several wireless communication applications like
Wi-Fi, Bluetooth, WLANS, satellite communications,
and IoT devices.

CONCLUSION

In conclusion, this research paper focuses on the design
as well as characterization of a P- shaped small-sized
microstrip antenna operating at a resonating frequency
of 6.5 GHz. The achievement of desirable performance
metrics, including a high return loss, low VSWR, and
reasonable gain, demonstrates the antenna’s potential for
use in wireless communication systems. The subsequent
sections of this paper delve into the detailed design
methodology, simulation findings, and characterization
of the planned antenna, providing valuable insights into
its performance and potential applications.
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ABSTRACT

A array antenna with surrounding artificial magnetic conductor (AMC) loading, which significantly boost gain and
reduce back radiation. To improve the gain characteristics, a novel type of artificial magnetic conductor has been
developed. Utilizing slotted approaches, the miniaturization was achieved. The 2x1 Slotted array antenna with
AMC that has been proposed and designed on FR4 material with er = 4.4 and 1.6 thickness. The antenna’s overall
dimension is 77x120x1.6mm3. 2x1 array antenna with AMC operating at 2.45 GHz is proposed. The 2x1 array
with AMC has a gain of 3.3 dBi, which is much higher than the 2x1 array design without AMC. The 2x1 patch

array antenna that is being suggested is appropriate for wireless applications.

KEYWORDS : AMC, Array, Gain, Slotted antenna

INTRODUCTION

ne of the key components of wireless
Ocommunications that serves as both a data

transmitter and a data receiver is the antenna.
Microstrip patch antennas are a good choice for high-
demand communication applications because they
have a compact structure, are easy to manufacture,
and can provide good signal strength. These antennas
are often used in applications where low profile, light
weight, less volume, and large bandwidth are important
requirements [1]. Low-profile, straightforward, and
affordable manufacturing should characterise the
antenna that is installed on the stiff surface. Microstrip
antennas have several drawbacks, such as poor strength,
narrow bandwidth, and low efficiency. These drawbacks
can be treated by building multiple patch antennas in
an array configuration [2]. Patch antennas and Artificial
Magnetic Conductor (AMC) structures have recently
been mentioned as a successful combination for creating
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low-profile, straightforward antennas with good gain
[3].

In most research papers, the AMC structure is treated as
a reflecting surface in the design of gain enhancement
microstrip patch antennas. This is done instead of
a traditional perfect conductor, which allows for
unidirectional radiation and a lower antenna height.
The gain of microstrip patch antennas is an area of
research that is constantly being refined by researchers.
They have proposed a number of different methods
in order to do this, such as the use of a reflective
surface, the modification of the form of the antenna,
and the utilisation of a different dielectric material
[4-7]. The gain of the antenna has been increased by
using a coplanar antenna with bottom AMC loading
[8]. The gain of the antenna has been increased by
using a slotted antenna with AMC bottom loading [9-
10] uses an array multilayer substrate with AMC to
boost the antenna’s performance. AMC bottom loading
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structure for the monopole antenna is described [11].
According to reports [8—11], AMC structures are almost
generally substantially larger than antenna structures.
Additionally, the layout optimization for AMC units has
received little attention in the past.

To address the shortcomings mentioned above, AMC
units and antenna patch are combined on one layer in this
study. Additionally, the AMC units with an optimized
arrangement will be placed all around the microstrip
patch array antenna. The technique used in the study has
the following benefits. First, 3.3 dB of gain is increased
to the microstrip array antenna while maintaining the
same antenna profile. The overall antenna’s structural
design can then reduce the substrate materials’ selection
restrictions, and the AMC unit without a multilayer
structure.

ANTENNA DESIGN CONFIGURATION

The shape of the single element Slotted antenna with
AMC surround loading is depicted in Fig. 1. On a FR4
substrate with an er = 4.4 and a thickness of 1. 6mm,
a slotted antenna with AMC has been designed. The
microstrip antenna is mounted on the same layer in all
AMC units. The metal square AMC unit cell has a radius
of 4.0 mm. the patch antenna’s radius is determined by

Rahane, et al

The simulations’ findings show how much the suggested

2x1 slotted antenna array has enhanced gain. The

substrate size of the recommended 2x1 array antenna

is 77 x 120 mm?, and the patch’s radius (R1) is 17 mm.
W .

W
Fig. 2 Antenna 2x1 proposed geometry with AMC loading.

The table below with AMC loading gives the dimensions
of the proposed 2x1 array antenna.

Tablel: Dimensions of the 2x1 array antenna that is
proposed with AMC loading

equation [1].

Ws

(a) Without AMC

(b) With AMC

Fig. 1 Single-element antenna geometry without and with
AMC surround loading

21
cC*J¢&
" @)
The microstrip linear array antenna is loaded into
multiple AMC unit layouts in Fig. 2 together with the
key geometrical parameters of an optimised structure.

The proposed 2x1 array antenna uses a corporate
feeding network to cut back on unnecessary radiation.

a_:

www.isteonline.in Vol. 46

Special Issue,

Constrains | Dimensions | Constrains | Dimensions

(mm) (mm)
R, 17.0 L, 77.0
d, 68.0 W, 120.0
D, 66.0 F, 17.5
WA 1.0 g 0.7
W, 2.4 R, 4.0
W, 2.0 L, 9.8
W, 1.0 L, 9.8
L, 6.0 L, 11.0
L, 6.0

RESULTS AND DISCUSSION

HFSS software has been employed to create the 2x1
slotted array antenna that has been proposed.

Microstrip linear array antenna loading with surround
AMC'’s simulated return loss is compared with that of
the original array antenna. The patch array antenna’s
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AMC loading method significantly improved return
loss.

B
— In] Aroyy Antensg without AMY lnacing
— lu] Arrap Anterng weth AWE laading

’M[G'll

MeturnLoss fdB]

Fig. 3 Simulated return loss of proposed 2x1 Slotted Array
antenna with AMC loading

Fig. 4 Simulation of the planned 2x1 Slotted Array
antenna’s radiation pattern without AMC loading
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pattern

Fig. 5 Simulation of the proposed 2x1 Slotted Array
antenna’s radiation pattern with AMC loading.

Comparative analysis reveals that the design with
antenna-loaded AMC units has improved gain by
3.30dB at the operating frequency of 2.45 GHz.
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Fig. 6 Surface current distribution of proposed 2x1
Slotted Array antenna with AM loading
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Fig. 7 Simulated Gain Vs Freq of all Slotted patch
antennas

As seen in Table 2 below, the 2x1 array antenna design
without an artificial magnetic conductor (AMC) has a
considerable gain improvement of 3.3 dB.

Table 2. Comparing all slotted antennas

Sr. Results Freq [ Return| VS | Gain
No. (GHz)| Loss WR | (dB)
(dB)
1. | Single element | 2.40 | -15.33 | 1.41 3.0
Slotted
Antenna
without AMC
2. | Single element | 2.41 | -17.21 | 1.31 6.5
Slotted
Antenna with
AMC
3. 2x1 Array 242 | -12.63 | 1.60 53
Slotted
Antenna
without AMC
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4. 2x1 Array 241 | -1833 | 1.27 8.6
Slotted
Antenna with
AMC
Table 3. Comparison of proposed antenna
Ref. Overall | Freq | Max. [ AMC loading
size of | (GHz) [ Gain mode
antenna [dB]
(mm’)
Ref[8] | 100x 120 | 2.45 2.3 | Coplanar
x 5.6 antenna with
bottom AMC
loading
Ref[9] | 70x70x | 2.45 7.5 | Slotted Antenna
1.6 with AMC
bottom loading
Ref[10] |300x 106 [ 2.45 | 14.0 | Multilayer
x2.0 antenna array
with bottom
AMC loading
Ref[11] | 124x 124 | 2.45 3.4 | Monopole
x 3.0 Antenna with
AMC bottom
loading
Proposed | 77x 120 | 2.4 8.6 | Antenna Array
Work x 1.6 with AMC
surround
loading

Table 3 shows a comparison between the suggested
design and some of the previously published works.
Table 3 makes it very clear that the surrounding loading
AMC design better performance of the bottom loading
structure in terms of gain.

CONCLUSION

In this work, a artificial magnetic conductor (AMC)
structure configuration is proposed to improve gain of
an array antenna. The proposed AMC structure is used
to design a low- profile, high-gain microstrip array
antenna, and the results are discussed. Measurement and
simulation are used to confirm the proposed antenna’s
excellent radiation performance.

Over the working bandwidth, the maximum gain
improvement is 3.5 dB. These exceptional benefits
make the suggested design a strong contender for the
wireless communication system’s miniaturization.
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